Constructing smooth potentials of mean force, radial distribution functions, and probability densities from sampled data
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In this paper a method of obtaining smooth analytical estimates of probability densities, radial distribution functions, and potentials of mean force from sampled data in a statistically controlled fashion is presented. The approach is general and can be applied to any density of a single random variable. The method outlined here avoids the use of histograms, which require the specification of a physical parameter (bin size) and tend to give noisy results. The technique is an extension of the Berg–Harris method [B. A. Berg and R. C. Harris, Comput. Phys. Commun. 179, 443 (2008)], which is typically inaccurate for radial distribution functions and potentials of mean force due to a nonuniform Jacobian factor. In addition, the standard method often requires a large number of Fourier modes to represent radial distribution functions, which tends to lead to oscillatory fits. It is shown that the issues of poor sampling due to a Jacobian factor can be resolved using a biased resampling scheme, while the requirement of a large number of Fourier modes is mitigated through an automated piecewise construction approach. The method is demonstrated by analyzing the radial distribution functions in an energy-discretized water model. In addition, the fitting procedure is illustrated on three more applications for which the original Berg–Harris method is not suitable, namely, a random variable with a discontinuous probability density, a density with long tails, and the distribution of the first arrival times of a diffusing particle to a sphere, which has both long tails and short-time structure. In all cases, the resampled, piecewise analytical fit outperforms the histogram and the original Berg–Harris method.
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I. INTRODUCTION

In many situations the probability to find a particle at a certain distance from a given other particle is of interest. This probability is given by the radial distribution function. In addition to providing detailed information on the local structure of a system, one can often express thermodynamic quantities such as the pressure, energy, and compressibility in terms of the radial distribution functions. Furthermore, the radial distribution function can be reformulated in terms of a potential of mean force, which is of great importance in multiscale simulations that take the potential of mean force as input in Langevin or Brownian dynamics simulations.

Radial distribution functions are usually constructed in simulations by forming a histogram of sampled interparticle distances. However, histograms contain the bin size as a free parameter and can be rather noisy for a poorly selected value of this parameter. For probability densities, an alternative method recently proposed by Berg and Harris avoids histograms and yields a smooth analytical form for the probability density which describes the sample data statistically at least as well as the noisy histogram. This method has already proven useful in the context of the computation of quantum free energy differences from nonequilibrium work distributions, the determination of the density in Bose–Einstein condensates, and in the distribution of a reaction coordinate in simulations of chemical reactions.

Having a similar method for potentials of mean force and radial distribution functions would have many advantages. As in the Berg–Harris method, such an approach would avoid the noise that accompanies the standard histogram method, while no a priori choice of bin size is required. Furthermore, a smooth radial distribution would give a better representation of the potential of mean force (which is related to the logarithm of the radial distribution function) and allows the function to be evaluated at any point in the range over which it is defined. Finally, the expressions for the pressure, energy, and compressibility in terms of the radial distribution functions involve integrals of the radial distribution function over r. Such integrals can be evaluated more accurately from an analytic form than from a histogram, whose accuracy is restricted by the bin size.

The purpose of this paper is to develop an approach to obtain smooth radial distribution functions and potentials of mean force from sampled interparticle distances. The resulting method turns out to be suitable not just for radial distribution functions and potentials of mean force but also for a large class of densities of single random variables.

The paper is structured as follows. Section II presents a model of water in which rigid molecules interact through a discretized potential. Construction of radial distribution functions from data derived from this model will be used as a
running test case. This section also contains some details on the generation of sampled data through simulation. The Berg–Harris method for smoothing probability densities in a statistically controlled fashion and the connection between probability distribution functions and radial distribution functions are briefly reviewed in Sec. III. In Sec. IV, simulation results are presented that show the shortcoming of the Berg–Harris method for radial distribution functions. The extended method is developed in Sec. V, with Sec. VA containing an explanation for the poor performance and its solution through statistical resampling. Section VB addresses an additional problem related to the particular shape of radial distribution functions, which is solved by extending the method to use piecewise analytic functions. In Sec. VI, the generality of the method is illustrated by presenting the results of applying the method to data drawn from three different probability densities which are problematic for the original Berg–Harris method. The paper concludes with a discussion in Sec. VII.

II. SYSTEM: A DISCRETE WATER MODEL

In the development of the smooth approximation method below, a model of rigid water molecules subject to a discretized interaction potential between the molecules will be used as a running test case for the construction of radial distribution functions. Since a water molecule consists of two kinds of atoms (oxygen and hydrogen), there are three radial distribution functions in this system, \( g_{OO}, g_{OH}, \) and \( g_{HH}, \) which turn out to have quite different character and therefore give a more stringent test of the smooth fitting methods than a single-atom model would.

The relative distances between the atomic sites in molecules are fixed, making the molecules rigid bodies. Each state of each body i can therefore be described by its center-of-mass position \( \mathbf{r}_i, \) its orientation or attitude matrix \( \mathbf{A}_i, \) that transforms coordinates from the laboratory frame to a body-fixed frame for molecule \( i, \) and the associated linear and angular momenta. Here the body-fixed frame is chosen so that the third row of the matrix \( \mathbf{A}_i \) corresponds to the direction of the molecule’s dipole \( \mathbf{\mu}_i, \) whose magnitude is fixed at a value \( \mu. \)

The interaction potential between a pair of molecules \( i \) and \( j \) is a discrete version of the soft sticky dipole potential,\(^8\)–\(^11\)

\[
v_{ij} = v^{LJ}(\mathbf{r}_i - \mathbf{r}_j) + v^{dp}(\mathbf{r}_i - \mathbf{r}_j; \mathbf{A}_i; \mathbf{A}_j) + v^{sp}(\mathbf{r}_i - \mathbf{r}_j; \mathbf{A}_i; \mathbf{A}_j),
\]

where the Lennard-Jones, dipole, and sticky parts of the potential are, respectively, given by

\[
v^{LJ}(\mathbf{r}) = 4\epsilon \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right],
\]

\[
v^{dp}(\mathbf{r}; \mathbf{A}_i; \mathbf{A}_j) = \frac{\mathbf{\mu}_i \cdot \mathbf{r} \cdot \mathbf{\mu}_j \cdot \mathbf{r}}{r^5} - \frac{\mathbf{\mu}_i \cdot \mathbf{r} \cdot \mathbf{\mu}_j}{r^3},
\]

\[
v^{sp}(\mathbf{r}; \mathbf{A}_i; \mathbf{A}_j) = \frac{v_0}{2} [s(r) \sin \theta_{ij} \sin 2 \theta_{ij} \cos 2 \phi_{ij} + \sin \theta_{ij} \sin 2 \theta_{ij} \cos 2 \phi_{ij} + s'(r) \{(\cos \theta_{ij} - 0.6)^2(\cos \theta_{ij} + 0.8)^2 + (\cos \theta_{ij} - 0.6)^2(\cos \theta_{ij} + 0.8)^2 - 2 \omega^2)\}],
\]

where \( \theta_{ij} \) and \( \phi_{ij} \) are the conventional spherical angles of the vector \( \mathbf{A}_i \cdot \mathbf{r} \) and \( \theta_{ij} \) and \( \phi_{ij} \) are those of \( \mathbf{A}_i \cdot \mathbf{r}. \) Finally, the switching function \( s(r) \) is defined as

\[
s(r) = \begin{cases} 
1 & \text{for } r < r_L \\
\frac{(r_U - r)^2(r_U + 2r - 3r_L)}{(r_U - r_L)^3} & \text{for } r_L < r < r_U \\
0 & \text{for } r > r_U,
\end{cases}
\]

while \( s'(r) \) is given by the same form with primed parameters \( r'_L \) and \( r'_U. \)

Here, the so-called SSD/E reparametrization of the model was used, for which the parameter values are \( \epsilon = 0.152 \text{ kcal/mol, } \sigma = 3.035 \text{ Å, } \mu = 2.42 \text{ D, } v_0 = 3.90 \text{ kcal/mol, and } \omega^2 = 0.07715, \) while the cutoff parameters in the functions \( s \) and \( s' \) are taken to be \( r_L = 2.4 \text{ Å, } r_U = 3.8 \text{ Å, } r'_L = 2.75 \text{ Å, and } r'_U = 3.35 \text{ Å}. \)

The discontinuous interaction potential in our system is obtained from the smooth potential by the controlled energy discretization method presented in Ref. 12. In this discretization, a cutoff naturally arises, and therefore no reaction field was included.

The natural simulation technique for systems with discretized potentials is discontinuous molecular dynamics (DMD).\(^{12-14}\) In DMD, the dynamics of the system is free (no forces or torques are present) in between interaction events at which linear and angular momenta change. By its very nature, the energy-discretization scheme used in DMD is symplectic, time reversible, and strictly conserves the total (discretized) energy. It has no fixed time step, but moves from event to event. The event frequency, which sets the efficiency of the method to a large degree, is determined by the level of discretization of the potential energy: the finer the discretization, the more events occur. One typically finds that a discretization of the order of \( \frac{1}{14} k_B T \) already suffices for a reasonably accurate simulation of the smooth system.\(^{12}\) In the simulations of which the results are presented below, the discretization of the potential energy was set to \( \frac{1}{14} k_B T. \)

The orientational dynamics of free rigid bodies is an important aspect in the calculation of interaction times.\(^{13,14}\) The solution of the equations of motion for the angular momenta and attitude matrix \( \mathbf{A} \) depends on the symmetry of the body through the principal moments of inertia. Although any value of the principal moments can be utilized to sample configurations of a system of rigid molecules, the DMD simulations presented here made use of the exact solution of the equations of motion for a free, asymmetric rigid rotor;\(^{13,14}\) and hence were based on the exact dynamics of the system.
At the time of a distance measurement in the simulation, the forces and torques are most likely zero, since these quantities are nonzero only at discrete time points. This makes alternative smoothing methods, such as the weighted residual method and methods based on equilibrium identities using (smooth) forces, not applicable here. Since only the interparticle distances are available as input for the determination of the analytically fitted radial distribution functions, the comparison with histogram-based radial distribution functions is more equitable.

III. REVIEW

A. Smoothing probability densities with the Berg–Harris method

Consider a random variable \( r \) which has a probability density \( p(r) \). Suppose that one has a sample of \( n \) data points \( \{ r_i \} \) that are independently drawn from the density \( p(r) \). How can one estimate \( p(r) \) from the data points? One way is to bin the data points into a histogram. Because histograms are quite sensitive to statistical noise, Berg and Harris developed the following alternative procedure to obtain an analytical estimate for the probability density from the data.\(^4\)

In the Berg–Harris method, the data are first sorted such that \( r_i < r_{i+1} \). Using the sorted data, the empirical cumulative distribution function \( \bar{F}(r) \) is defined in the range \([r_1, r_n]\) as

\[
\bar{F}(r) = \frac{i}{n} \quad \text{for} \quad r_i \leq r < r_{i+1}.
\]

Although \( \bar{F} \) becomes a better approximation to the true cumulative distribution \( F(r) = \int p(r') dr' \) with increasing sample size \( n \), it is a function with many steps for any finite value of \( n \) so that its derivative is not analytic but rather consists of delta functions.

The next step consists of writing the function \( \bar{F} \) as a sum of a linear term and a Fourier expansion. The expansion is truncated at the \( m \)th term,

\[
\bar{F}(r) = F_m(r) = F_0(r) + \sum_{j=1}^{m} d_j \sin[j \pi F_0(r)],
\]

where the linear term is defined as

\[
F_0(r) = \frac{r - r_1}{r_n - r_1}.
\]

Furthermore, the Fourier coefficients \( d_j \) in Eq. (7) are determined from

\[
d_j = \frac{2}{r_n - r_1} \int_{r_1}^{r_n} \left[ \bar{F}(r) - F_0(r) \right] \sin[j \pi F_0(r)] dr.
\]

When \( \bar{F} \) is approximated by \( F_m \), the probability density \( p \) is approximately

\[
p_m(r) = \frac{1}{r_n - r_1} \left\{ 1 + \pi \sum_{j=1}^{m} d_j \cos[j \pi F_0(r)] \right\}.
\]

Because \( \bar{F} - F_0 \) is zero at the end points of the interval \([r_1, r_n]\), and the Fourier modes form a complete orthonormal basis of the space of such functions, the empirical cumulative distribution \( \bar{F} \) and the associated probability density are reconstructed exactly by Eqs. (7) and (10) as \( m \to \infty \). However, as mentioned above, this limit would yield a series of delta functions for the probability density \( \bar{p} = \bar{p}_m \). The aim is to truncate the series at a level \( m \) which is not too high that one is fitting the noise, but high enough to give a good smooth approximation to \( \bar{F} \) and \( \bar{p} \).

The final step of the procedure is therefore to find the appropriate number of Fourier terms \( m \) in a statistically controlled fashion. The value of \( m \) is determined here using the Kolmogorov–Smirnov (KS) test.\(^4,19\) This test determines how likely it is that the difference between the empirical cumulative distribution function \( \bar{F} \) and its analytical approximation \( F_m \) is due to noise.\(^20\) The test takes the maximum variation \( D_m \) between \( \bar{F} \) and \( F_m \) over the sampled points \( (D_m = \max_{i=1 \ldots n} |F_m(r_i) - \bar{F}(r_i)|) \) and returns a probability \( Q_m = Q(D_m) \) that the difference between the two cumulative distribution functions is due to chance. The functional dependence of \( Q \) on \( D \) is known to a good (asymptotic) approximation.\(^21\)

A small value of \( Q_m \) indicates that the difference between the cumulative distribution functions is statistically significant, i.e., the quality of the expansion \( F_m \) is insufficient to represent the data. One therefore carries out a process of progressively increasing the number of Fourier modes \( m \) and evaluating \( F_m \) as well as \( Q_m \) until the value of \( Q_m \) is larger than some convergence threshold \( Q_{\text{cut}} \). A reasonable value for this convergence value is \( Q_{\text{cut}} = 0.6 \).

In Ref. 5, errors were estimated using the jackknife algorithm\(^22\), and the same method will be used here. However, since the interparticle distance data naturally come in blocks, each corresponding to a single configuration, not all data points are independent. To account for this, we use a block version of the jackknife method, in which a single block of data is omitted in each jackknife sample.\(^23\)

B. From probability densities to potentials of mean force

To be able to apply the above smoothing method to radial distributions, for which histograms are presently the method of choice, one has to make the connection between a probability density on the one hand, and the radial distribution function and potentials of mean force on the other hand. This connection will be briefly reviewed here because some of the details are needed below.

Consider a system of a single type of particle, in which the number of particles is \( N \) and the volume of the system is \( V \). The radial distribution function, denoted by \( g(r) \), is the density of particles at a distance \( r \) away from a chosen first particle relative to the mean density \( N/V \). The true density at a distance \( r \) from a first particle is thus \( (N/V)g(r) \). The mean number of particles at a distance between \( r \) and \( dr \) from a given particle is then \( n(r) = (N/V)g(r)4\pi r^2 dr \). The Jacobian factor \( 4\pi r^2 \), which is, of course, the surface area of a sphere with radius \( r \), will play an important role below. The probability of a particle being at a distance \( r \) is equal to the
number of particles with this $r$, divided by the total number of particles, $N$, i.e., $p(r)dr=n(r)/N=g(r)4\pi r^2dr/V$, so one has the relation
\[ g(r) = \frac{V}{4\pi r} p(r). \] (11)

Systems with different types of particles give rise to different radial distribution functions $g_{ij}(r)$, where $i$ and $j$ label the kinds of particles. A similar argument to that above leads to the relation
\[ g_{ij}(r) = \frac{V}{4\pi r} p_{ij}(r), \] (12)

where $p_{ij}(r)$ is the probability density of distances between a particle $j$ and a particle $i$. Once $g_{ij}(r)$ is known, the potential of mean force $\Phi_{ij}$ is found from
\[ \Phi_{ij}(r) = -k_B T \ln g_{ij}(r), \] (13)

where $T$ is the temperature of the system and $k_B$ is Boltzmann’s constant.

A further consideration for the applicability of the Berg–Harris method to radial distribution functions is whether the KS test may be used at all. The KS test assumes that the samples are independently drawn. Correlation between the samples may result in a bias in the radial distribution functions. Since nearby particles in an instantaneous configuration of the system are correlated, this is potentially an issue. If, however, the system is sufficiently large, only a small fraction of the samples in a single configuration will be spatially correlated, making the KS test applicable to a very good approximation. Furthermore, if one ensures that the configurations are taken from the simulation at sufficiently large time intervals, time correlations do not pose a problem either.

IV. POOR PERFORMANCE OF THE STRAIGHTFORWARD SMOOTHING APPLIED TO RADIAL DISTRIBUTION FUNCTIONS

Using the Berg–Harris method to get a smooth probability densities $p(r)$ from a sample of interparticle distances, one expects to obtain a good, smooth fit to $g(r)$ by using Eq. (12). To test this expectation, the system of pure water in which rigid water molecules interact via a discretized potential energy derived from the soft sticky dipole model described in Sec. II was simulated. For all simulation results presented in this section, the parameters of the water model were as follows. The temperature is set at $T=298$ K, the number of particles is $N=512$, the cubic simulation box has sides of length $L=24.8$ Å, so that the density is 1.0 kg/l. The principal moments of inertia of a rigid water molecule are $I_x=0.033 736 5m_{\text{H}_2\text{O}}$ Å$^2$, $I_y=0.063 504 0m_{\text{H}_2\text{O}}$ Å$^2$, and $I_z=0.097 240 5m_{\text{H}_2\text{O}}$ Å$^2$, where $m_{\text{H}_2\text{O}}$ is the molecular mass of water. After equilibration, the simulations were run for 8 ps, in which the interparticle distances were sampled every 2 ps (long enough for the system to decorrelate) for a total of four configurations.

From these data, the radial distributions $g_{OO}$, $g_{OH}$, and $g_{HH}$ were determined in the simulations through histograms and by following the smoothing procedure of Sec. III A, using a value for $Q_{\text{cut}}$ of 0.6. The results for the three radial distribution functions are analyzed is defined to be $[0, L/2]$, with $L/2=12.4$ Å.

V. EXTENDING THE BERG–HARRIS METHOD

Given these unsatisfactory results, the histogram method would be preferred over the straightforward application of the Berg–Harris method. But there is a way to fix the smoothing method to the extent that the smoothing method becomes preferable over the histogram method. To understand how to fix the problem, one first needs to understand its underlying causes.
A. Overrepresented large distances

1. Problematic Jacobian

The convergence criterion of the smooth approximation relies on the KS test.\textsuperscript{4,19} This test is based only on the maximum variation $D_m$ between $\tilde{F}$ and $F_m$ and is more sensitive to typical data points than to outliers. Although this may appear to be a contradiction at first glance, it is important that the KS test depends on the maximum deviation in the cumulative distribution function, rather than on the deviation of the random variable from the mean. To see that outliers do not constitute very deviant points in the cumulative distribution, suppose that, by chance, an outlier $x_{\text{out}}$ from the far left tail of a distribution is found in a sample of size $n$. This would yield an increase of magnitude of $1/n$ for the empirical cumulative distribution $\tilde{F}$ at $x_{\text{out}}$, while the cumulative distribution $F(x)$ is practically zero since $x$ is in the region where the distribution is very small. If $F_m$ is not too bad an approximation to $F$, $\tilde{F} - F_m$ will also be of order $1/n$ at $x_{\text{out}}$.

However, the deviation between $F_m$ and $\tilde{F}$ at other points $x$ depends more on the goodness of fit than on the sample size, at least for points $x$ in regions that contain a sizable fraction of the samples: these are the “typical points.” For these points, there is little sample-size dependence, so that to first order in $n$, one has $\tilde{F} - F_m = O(n^0)$. Since $O(n^{-1}) < O(n^0)$ for large enough sample sizes, the outlier $x_{\text{out}}$ will not be seen as the most deviant point in the KS test, but rather, some typical value $x$ will have the most deviant cumulative distribution.\textsuperscript{24}

The above argument holds when the quality of the fit in the typical region is poor. However, as the number of Fourier modes used to fit $\tilde{F}$ is increased, the quality of the fit of the cumulative distribution $F$ improves in the typical region, and the maximum deviation shifts to less probable values. Because the probability density function is small in the tails, this maximum deviation of the distribution is not that large and the convergence criterion (the KS test) is met, resulting in a good fit in the typical region with a poor fit in the tails.

The Berg–Harris method of Sec. III A therefore works well for probability densities without “long tails,” since typical values of the variable will be the values of interest. However, for radial distribution functions, the focus on typical values is the origin of the difficulties getting the straightforward Berg–Harris method to work for radial distribution functions (cf. Fig. 1). Typical values of $r$ are of no interest in radial distribution functions. In a homogeneous system such as a fluid, the typical distance between any two particles is on the order of half the system size, $L/2$. The length scales of interest in the radial distribution functions to describe local structure are typically much smaller than that.

To make this point clearer, consider a dilute gas of hard spheres with diameter $\sigma$. In the limit of infinite dilution, the radial distribution function $g(r)$ is zero for $r < \sigma$ and unity otherwise. The probability density $p(r)$ of interparticle distances is then [cf. Eq. (11)]

\begin{equation}
    p_{\text{dilute}}(r) = \begin{cases} 
    0 & \text{for } r < \sigma \\
    4\pi r^2/V & \text{for } r \geq \sigma.
\end{cases}
\end{equation}

Because of the Jacobian factor of $4\pi r^2$, the most likely values of $r$ are of the order of the largest possible $r$, which is $L/2$. This means that in a sample of interparticle distances in the dilute hard sphere system, the large distance samples ($r_i = O(L/2)$) are much more abundant than the small distance samples ($r_i = O(\sigma)$). Thus, when approximating $p(r)$ by a smooth function using the KS test, the long-distance part will be fitted very well, but the short-distance behavior ($r = O(\sigma)$) will not because the test used is sensitive to the typical values of $r$, which are $O(L/2)$.

The conclusion that large distance values overwhelm the smaller ones in which one is interested is valid beyond the dilute hard sphere case, since the Jacobian factor in Eq. (14) acts on long length scales and is therefore also present in systems of higher density with non-negligible interactions.

A crude attempt at solving the large distance problem is to impose a cutoff $r_{\text{cut}}$ on the allowed values of $r$ in the sample of inter-particle distances. This cutoff should be of the order of the distance over which $g(r)$ differs from one. But to determine that distance one has to measure $g(r)$. Thus, one would have to guess a value of the cutoff distance and adjust it until $g(r)$ approaches one within a certain accuracy for $r < r_{\text{cut}}$. Unfortunately, even when the cutoff is chosen in this way, the results, although better than those in Fig. 1, are still not very impressive, as Fig. 2 for the oxygen-oxygen radial distribution function shows with $r_{\text{cut}}$ set to 7.44 Å (using again $Q_{\text{cut}}=0.6$). One sees a lot of spurious oscillations in the smooth radial distribution functions, which are due to the high number of Fourier modes needed to fit the radial distribution function ($m=18$ in this case). Furthermore, these oscillations do not even agree within the 95% confidence interval with the histogram result, deviating especially for small distances $r$. The explanation is that the Jacobian factor $4\pi r^2$ in Eq. (12) is still present within the restricted sample $r < r_{\text{cut}}$ and causes the peaks at larger $r$ values to be fitted better than the peaks at smaller $r$ values.
2. Overcoming over-representation through resampling

To remove the troublesome Jacobian factor in Eqs. (11) and (12) altogether, one can resample the interparticle distances found in the simulation. The idea is to draw from the original sample of distances, \( \{r_i\} \), such that smaller values of \( r \) are more likely than larger values by introducing a relative bias weight \( w(r_i) \) for each distance \( r_i \) in the sample to construct a new, resampled set \( \{\tilde{r}_i\} \). Given that the probability density of the original sample points is \( \tilde{p}(r) = 4\pi r^2 g(r) / V \) [cf. Eq. (11)], and that one of the original sample points are chosen independently with weight \( w(r_i) \), the probability density of the resampled points is given by

\[
\tilde{p}(r) = k^{-1} w(r) p(r) = z^{-1} r^2 w(r) g(r),
\]

(15)

where \( k = \int w(r) p(r) dr \) and \( z = kV / (4\pi) \) are constants. Note that \( z \) may be determined from

\[
z = \frac{V}{4\pi} \int p(r) w(r) dr = \frac{V}{4\pi} (w),
\]

(16)

which may be approximated by the average of the weight over the samples,

\[
\langle w \rangle = \frac{1}{n} \sum_{i=1}^{n} w(r_i).
\]

(17)

In the application to the radial distribution functions below, we also obtained \( \langle w \rangle \) from a numerical integration using the biased analytic approximation for \( \tilde{p} \), the result of which differed from that given by the simpler expression in Eq. (17) by less than 0.1%.

The simplest way to counter the Jacobian factor \( 4\pi r^2 \) in Eq. (15) is to choose a weight,

\[
w(r) = \frac{1}{r^2},
\]

(18)

which gives

\[
g(r) = z \tilde{p}(r),
\]

(19)

with

\[
z = 4\pi \sum_{i=1}^{n} \frac{1}{r_i^3}.
\]

(20)

In detail, the resampling leading to data with a probability density \( \tilde{p} \) can be performed as follows: Given the original set \( \{r_i\} \), one determines the weight for each data point as

\[
w_i = w(r_i) = \frac{1}{r_i^2}.
\]

(21)

One also determines the maximum weight,

\[
w_{\text{max}} = \max_{i=1\ldots n} w_i
\]

(22)

to convert the weights into probabilities,

\[
p_i = \frac{w_i}{w_{\text{max}}},
\]

(23)

which, by construction, lie between 0 and 1. Next, one takes one of the original sample points \( r_i \) at random (with equal weight), draws a random number \( \xi \) uniformly from the interval \([0,1]\) and if \( \xi < p_i \), one adds \( r_i \) to the resampled data set \( \{\tilde{r}_i\} \). The procedure is repeated until enough resampled points have been gathered. There is some choice into what number of resampled points is to be taken. In our implementation, the number of resampled points is chosen to be the same as the number of points in the original sample.

Note that Eq. (19) shows that the resampled probability density \( \tilde{p} \) and the radial distribution function \( g \) are proportional to one another. Since \( g \) approaches one for large \( r \), the large values of \( r \) are no longer over-represented in \( \tilde{p} \).

For the resampled data \( \{\tilde{r}_i\} \), one can use the Berg–Harris smoothing method of Sec. III A to obtain a smooth approximation to \( \tilde{p} \). Figure 3 shows the effect of resampling on the cumulative distribution functions associated with the radial distribution function \( g_{\text{OO}} \) of the discrete water model.
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Note that Eq. (19) shows that the resampled probability density \( \tilde{p} \) and the radial distribution function \( g \) are proportional to one another. Since \( g \) approaches one for large \( r \), the large values of \( r \) are no longer over-represented in \( \tilde{p} \).

For the resampled data \( \{\tilde{r}_i\} \), one can use the Berg–Harris smoothing method of Sec. III A to obtain a smooth approximation to \( \tilde{p} \). Figure 3 shows the effect of resampling on the cumulative distribution functions associated with \( g_{\text{OO}} \) of the water model, using \( Q_{\text{cut}} = 0.6 \). It is evident that the small-\( r \) tail of the unweighted (Berg–Harris) cumulative distribution is much enhanced in the resampled cumulative distribution, and therefore more relevant to the KS test. Note that we have plotted only the fits, and not the empirical cumulative distributions, because the fits are hard to distinguish from the empirical cumulative distributions. The differences are easier to see in the associated radial distributions, which are plotted in Fig. 4. In contrast to Fig. 2, the smooth approximation now follows the result of the histogram within error bars for the whole range of \( r \) values. But like in Fig. 2, the supposedly smooth \( g_{\text{OO}}(r) \) exhibits fast oscillatory behavior within those error bars. This oscillatory behavior will be addressed next.

B. Hard-to-fit distribution functions

1. Unphysical oscillations

It is hard to reconcile the aim of having a smooth approximation to the radial distribution functions and the large number of Fourier modes needed to approximate the shape of \( g(r) \), which starts out as a very flat function at small \( r \), then increases sharply, reaches a maximum not far beyond this sharp rise, and then decays on a larger scale to 1 in an
oscillatory fashion. The peculiar shape of \( g(r) \) leads to the oscillatory behavior seen in Figs. 2 and 4. Even when the oscillations lie within error bars of the histogram results, they reintroduce a remnant of the noise similar in magnitude to that present in the histograms that one is trying to avoid.

It is conceivable that there are expansions other than the Fourier expansion that are more suitable for describing a sharply increasing function followed by a more moderate behavior. However, it is not clear at present what this specialized expansion should be. Therefore, a systematic and generic way will now be presented which avoids high-frequency modes in parts of \( g(r) \) that do not require them. This will also make the method more generally applicable to discontinuous and other hard-to-fit densities.

We note that in Secs. V B 2 and V B 3, the resampling explained in Sec. IV is supposed to have been performed on the data already, and that the resampled data have been sorted (\( r_j \leq r_{j+1} \)). For notational convenience, the tildes on \( r, p, \) and \( F \) are omitted below.

### 2. Resolving the oscillation problem using a piecewise approach

The decomposition of \( \tilde{F} \) in Eq. (7) can be adjusted to incorporate hard-to-fit radial distributions by allowing the Fourier decomposition to be different on subintervals within the total interval \([r_1, r_n]\). Let the full interval be divided into \( k \) subintervals \([a_1, a_2], [a_2, a_3], [a_3, a_4], \ldots, [a_k, a_{k+1}]\), where \( a_1 = r_1 \) and \( a_{k+1} = r_n \). The intervals will be labeled by a Greek index, which can run from 1 to \( k \). How to choose the points \( a_\mu \) (where \( \mu = 2 \ldots k \), with \( a_1 = r_1 \) fixed) will be discussed later. Different intervals can have different numbers of samples that fall within its range. The fraction of the samples that fall within a given interval \( \mu \) is denoted by \( f_\mu \).

On each subinterval, \( \tilde{F}(r) \) is approximated by a linear part and a truncated Fourier transform of the remainder. Analogously to Eq. (8), the linear part in interval \( \mu \) is given by

\[
F_0(r) = \frac{r - a_\mu}{a_{\mu+1} - a_\mu}.
\]

Note that \( F_{0\mu} \) ranges from 0 to 1 in the interval \( \mu \). The piecewise linear approximation to \( \tilde{F} \) for \( r \) in interval \( \mu \) is then

\[
F_0(r) = \tilde{F}(a_\mu) + f_\mu F_0(r),
\]

where it should be noted that

\[
\tilde{F}(a_\mu) = \sum_{\mu'=1}^{\mu-1} f_{\mu'}.
\]

An example of such \( F_0(r) \) is shown in Fig. 5, based on data from the oxygen-oxygen radial distribution function in the water model (as explained below). Approximations to \( \tilde{F} \) beyond \( F_0 \) are found by adding Fourier modes for each interval,

\[
\tilde{F}(r) = F_0(r) + \sum_{\mu=1}^{k} f_{\mu} \chi_{\mu} \sum_{j=1}^{m_{\mu}} d_{\mu j} \sin[j \pi F_{0\mu}(r)].
\]

Here, \( \chi_{\mu} \) is the characteristic function on interval \( \mu \), i.e.,

\[
\chi_{\mu}(r) = \begin{cases} 1 & \text{for } a_\mu < r < a_{\mu+1} \\ 0 & \text{otherwise}, \end{cases}
\]

and \( d_{\mu j} \) is given by

\[
d_{\mu j} = \frac{2}{a_{\mu+1} - a_\mu} \int_{a_\mu}^{a_{\mu+1}} \left[ \tilde{F}_\mu(r) - F_0(r) \right] \sin[j \pi F_{0\mu}(r)] \, dr,
\]

where

\[
\tilde{F}_\mu(r) = f_\mu [\tilde{F}(r) - \tilde{F}(a_\mu)].
\]

The function \( \tilde{F}_\mu(r) \) is the conditional empirical cumulative probability distribution function for data points within interval \( \mu \). Equation (27) represents a piecewise analytic approximation to the cumulative distribution. Since the Fourier modes form a complete orthonormal basis, the approximation becomes exact as \( m_{\mu} \to \infty \) for all \( \mu \). As before, however, the \( m_{\mu} \) should not become too large to avoid spurious oscillations, which only amounts to fitting the noise. One therefore defines a maximum number \( m_{\mu} \) of Fourier modes allowed in each subinterval and subdivides intervals if the
maximum number of modes is not sufficient for convergence, as determined by the KS test.

The division of the original interval is chosen dynamically as follows.

1. Start with one interval.
2. Increase $m$ until $Q > Q_{\text{cut}}$.
3. If $m$ exceeds $m_{\text{max}}$, find the most deviant point $a$ according to the KS test.
4. Split the interval in two at the point $a$.
5. Repeat for the conditional distribution for each interval left and right of $a$.

Because the procedure is recursive, in each step the original one-interval procedure is used, which one exception: the allowable value of $Q$ may be set to a lower value in a subinterval, since there are fewer points in the interval and therefore the interval carries less statistical weight. We have not found a unique, statistically controlled way to adjust the $Q_{\text{cut}}$ for subintervals, but found heuristically that scaling the $Q_{\text{cut}}$ for interval $\mu$ by $f_{\mu}$ avoids fitting the noise and leads to a satisfactory overall $Q$ value.

The recursive, multi-interval procedure is found to greatly speed up the convergence of the approximation scheme, leading to much lower $m_{\mu}$, and thus fewer oscillations. It should be stressed that splitting at the most deviant point $a$ in the KS test is found to be essential here: choosing a different splitting point does not improve the convergence because the most deviant point is then still difficult to fit and the $Q$ value for the subinterval containing the most deviant point remains the same.

Once the approximation in Eq. (27) has been obtained, the probability density is given by

$$p(r) \approx \frac{f_{\mu}}{a_{\mu+1} - a_{\mu}} \left[ 1 + \pi \sum_{j=1}^{m_{\mu}} d_{\mu,j} \cos(j \pi F_{\mu}(r)) \right],$$

(31)

where $\mu$ is such that $r \in [a_{\mu}, a_{\mu+1}]$.

The results of applying the piecewise procedure to the $g_{\text{OO}}$ of the water model are shown in Fig. 6 (remembering that $g = zp$), with $m_{\text{max}} = 14$ and the initial $Q_{\text{cut}}$ set to 0.6. While the method now works better than without the piecewise approach, it has one drawback: the derivative of the approximate cumulative distribution function, which gives $g(r)$, need not be a smooth function across the different intervals. As a consequence, the result in Fig. 6 shows artificial discontinuities. These discontinuities at the boundaries of the intervals fall within the 95% confidence intervals (not shown in Fig. 6).

3. Dealing with spurious discontinuities

Provided the underlying probability distribution of the samples is continuous, the spurious discontinuities that are present in the piecewise analytic fit will get smaller as the number of sample points increases. Nevertheless, for cases with poor statistics, one would like to have an approach that gives a continuous piecewise analytic fit to the distribution. In fact, for some applications, having a continuous radial distribution function is essential, such as for Brownian simulations that take the potential of mean force as input. Even though the discontinuities are within the statistical noise, they would lead to sudden, unphysical changes in energy in such applications.

There are many ways to get a continuous curve out of the discontinuous one, but it should be remembered that one is working within the statistical noise. We can therefore choose any method as long as the “patch” is still statistically reasonable. To determine the statistical suitability, one can once again use the KS test on the patched fit.

We have chosen the following simple procedure: We apply a quadratic patch function around each discontinuity at $a_{\mu}$,

$$F^{\text{patch}}_{\mu}(r) = \begin{cases} b_{\mu} [r - (a_{\mu} - c_{\mu})]^2 & \text{if } r \in [a_{\mu} - c_{\mu}, a_{\mu}] \\ b_{\mu} [r - (a_{\mu} + c_{\mu})]^2 & \text{if } r \in [a_{\mu}, a_{\mu} + c_{\mu}] \\ 0 & \text{otherwise} \end{cases},$$

(32)

The width $c_{\mu}$ of the patch is adjustable, while the prefactor $b_{\mu}$ follows from the requirement that the cumulative distribution $F + \sum F^{\text{patch}}_{\mu}$ has a continuous derivative at $r = a_{\mu}$. Provided the different patches do not overlap, this leads to a value of

$$b_{\mu} = \frac{\Delta p}{4 c_{\mu}},$$

(33)

where $\Delta p$ is the height of the jump in the unpatched distribution function.

Initially, each width $c_{\mu}$ is set equal to half the minimum interval size on either side of the corresponding split point $a_{\mu}$ to avoid overlap between the patches. The $Q$ value of the patched distribution is then determined, and if it is not smaller than the $Q$ value for the unpatched distribution, the patch is accepted. Otherwise, the width of the patch is reduced by a factor of 2, until the $Q$ value is acceptable. It will be demonstrated below that this solves the problem of spurious oscillations and discontinuities.

C. Final results

Figures 7 show the result of the resampled, piecewise procedure for the three radial distribution functions of the water model, $g_{\text{OO}}, g_{\text{OH}}$, and $g_{\text{HH}}$, with $m_{\text{max}} = 14$ and $Q_{\text{cut}} = 0.6$. It is clear that the piecewise analytic fit is now...
smoother than the histogram, hardly shows any oscillations, and is continuous. Furthermore, while error bars were omitted in Fig. 7 for clarity, it was found that the histogram and the patched, piecewise analytic results are in mutual agreement within the 95% confidence intervals.

It may be argued that plotting the histograms using bars is an unfair way of representing the histogram results. One often takes the histograms and applies a cubic spline fit to the results, which makes the graph seem smoother. There is of course no \textit{a priori} reason why the splined histogram should represent the radial distribution function better. For this reason, we have shown only "unsplined" histograms so far. The comparison between the histograms and smooth approximations in these curves should really only be done at the midpoint of the histogram bins. Now that the piecewise analytic smoothing approach is fully developed, however, it is interesting to see how it compares to a smoothed spline fit of the histogram results. Figure 8 shows a plot of these two types of smooth results for $g_{OO}$. The bin size for the histograms has been chosen such that the first peak of the radial distribution is well resolved. One sees that the cubic spline fit does a reasonable job for the first peak, but that in the second peak in the radial distribution function the spline fit is still noisy, while the statistically controlled piecewise analytic result is not. Thus, the splines cannot fix the roughness of the histogram method, at least not when bin sizes are uniform.

To show how the piecewise analytic method performs for potentials of mean force, the smooth potentials of mean force between the different species corresponding to the radial distributions in Fig. 7 [cf. Eq. (13)] have been plotted in Fig. 9. The results from the piecewise analytic method are also shown.

FIG. 7. The resampled, piecewise analytic method applied to the radial distribution functions $g_{OO}$ [panel (a)], $g_{OH}$ [panel (b)], and $g_{HH}$ [panel (c)] of the discretized water model, using the patched piecewise resampled smoothing method. For comparison, the results from the histogram method are also shown, while error bars were omitted for clarity.
considerably smoother than the histogram results, but still exhibit some roughness since they were based only on four configurations.

VI. FURTHER APPLICATIONS

The piecewise approximation method is not specific to radial distribution functions, but can help to fit any probability density that is hard to fit with a truncated Fourier series. Below, we will give several examples of such densities and show the advantages of using the piecewise analytical approximation method.

A. A discontinuous density

Consider a random variable \( r \) with a distribution \( p \) given by

\[
p(r) = \begin{cases} 
0 & \text{if } r < 0 \\
1 & \text{if } 0 < r < \frac{1}{2} \\
\frac{1}{2} & \text{if } \frac{1}{2} < r < \frac{3}{2} \\
0 & \text{if } r > \frac{3}{2}.
\end{cases}
\]

(34)

Note that within the domain of this function \([0, \frac{1}{2}]\), there is a discontinuity at \( r = \frac{1}{2} \). Discontinuities are very poorly represented by truncated Fourier series.27

From the above distribution, 50 000 samples were drawn and used as input to the piecewise analytic approximation (with \( m_{\text{max}} = 14 \) and the initial \( Q_{\text{cut}} = 0.6 \), as well as to the one-interval analytic approximation (with the same \( Q_{\text{cut}} = 0.6 \) and unrestricted \( m_{\text{max}} \)) and the histogram method. The results are shown in Fig. 10.

One clearly sees the trouble that the Berg–Harris one-interval approximation has in capturing the discontinuity, while the histogram is very noisy. The piecewise analytic expansion, on the other hand, beautifully captures the whole distribution; the automated procedure divides the interval \([0, \frac{1}{2}]\) in two at \( r = \frac{1}{2} \) and then needs zero Fourier modes to approximate the separate pieces.

B. The standard Cauchy distribution

According to Berg and Harris,4 the original smoothing method has trouble with densities with long tails. It is therefore interesting to see if the piecewise approach helps for these kinds of densities as well. As an example, we consider the standard Cauchy distribution,

\[
p(r) = \frac{1}{\pi(1 + r^2)}.
\]

(35)

From this distribution, 50 000 samples were randomly drawn and used in the piecewise approach (with \( m_{\text{max}} = 14 \) and the initial \( Q_{\text{cut}} = 0.6 \)). The results are contrasted with those of the histogram in Fig. 11. The piecewise smooth approximation performs so well that it can hardly be distinguished from the Cauchy distribution.

Not plotted in Fig. 11 were the results of the original Berg–Harris method, which, surprisingly, are so similar to the piecewise approach that they would be hard to make out in the figure. The only statistically significant difference between the two results is apparent in the height of the maximum, which the Berg–Harris fit slightly underestimates.

The success of both methods is illustrated further in Fig. 12, in which the errors in the piecewise and the one-interval results are compared; the piecewise analytic error is overall slightly smaller than that of the Berg–Harris method, but not

FIG. 10. The piecewise analytic method applied to 50 000 samples drawn from the discontinuous distribution of Sec. VI A. Also shown for comparison are the results from the histogram method and the Berg–Harris method. For clarity, error bars on the smoothing methods and the histogram have been omitted.

FIG. 11. The piecewise analytic method applied to 50 000 samples drawn from the Cauchy distribution (cf. Sec. VI B). For comparison, the results from the histogram method and the exact result are also shown. For clarity, error bars have been omitted. Because the piecewise analytic result is hard to distinguish from the exact distribution, the difference between the two is plotted in Fig. 12.

FIG. 12. The error in the piecewise analytic method applied to 50 000 samples drawn from the Cauchy distribution (cf. Sec. VI B) as compared to the exact form in Eq. (35). The error is here defined as the deviation from the exact result. For comparison, the errors in the Berg–Harris method are also shown.
by much. This success seems to contradict Berg and Harris’ warning against using the smoothing method for densities with long tails. It is possible that the relatively high quality of the fit in the simple approach is due to the symmetric nature of the Cauchy density and its relative lack of structure.

A more stringent test of the method applied to long-tailed distributions will be presented next.

C. First arrival time distribution of a diffusing particle to a sphere

Consider a particle undergoing diffusion, starting at a distance $R_0$ from the origin, i.e., anywhere on a sphere of radius $R_n$. The distribution function $p(r,t)$ of the diffusing particle satisfies $\partial p/\partial t = D \nabla^2 p$, where $D$ is the self-diffusion constant. Investigating the time $t$ required to arrive anywhere on the surface of a sphere of radius $R_{\text{min}}$ for the first time is a classic case of a first passage problem. Such problems have applications in the rate of molecules finding each other in a solution and are a major determining factor of reaction rates in diffusion limited reactions.

It turns out that the first arrival times are distributed according to

$$p(t) = \frac{x}{\sqrt{4 \pi Dt^3}} \exp \left( -\frac{x^2}{4Dt} \right),$$

where $x = R_0 - R_{\text{min}}$. This distribution function has both short-time structure and a long tail.

From the distribution in Eq. (36), 100 000 samples were randomly drawn, with parameters set at $D = 1$, $R_{\text{min}} = 1$ (these choices set the time and length units) and $R_0 = 10R_{\text{min}}$. The piecewise approach was used to obtain an estimate of the probability distribution (with $m_{\text{max}} = 14$ and $Q_{\text{cut}} = 0.6$), as well as the one-interval analytic approximation ($Q_{\text{cut}} = 0.6$ and unrestricted $m_{\text{max}}$) and the histogram method. The results are compared in Figs. 13 and 14.

While all methods work to some extent, the histogram method would have to be tailored to the function in question in order to be useful, with differently sized bins for different values of $t$. The Berg–Harris method works reasonably well without subdivisions, but exhibits fast oscillations in the tails of the density, as becomes very apparent from Fig. 14. The appearance of oscillations is not surprising when one consid-

ers that $m = 390$ Fourier modes were needed for the Berg–Harris fit! The piecewise analytic result does not exhibit fast oscillations in the tail. Furthermore, the piecewise fit only required a total of 28 Fourier modes distributed over eight intervals. Although the piecewise result does have some modulation within the error bars, we have checked that almost all of these disappear when one takes ten times as many data points. At that level of statistics, the Berg–Harris results still have oscillations in the tails and still require over 350 Fourier modes.

When the analytical form of $p(t)$ is not known, such as for absorption in nonspherical geometries, but samples $\{t_i\}$ are available from numerical simulation, the piecewise approach would give the best description of $p(t)$: one that is less noisy than the histogram construction and with fewer oscillations than the one-interval Berg–Harris method.

VII. CONCLUSIONS

In this paper, a method to obtain smooth analytical estimates of probability densities, radial distribution functions, and potentials of mean force in a statistically controlled fashion without using histograms was presented. This method only uses direct samples of data (distance samples in the case of radial distribution functions). Since this method is expected to be generally useful, we have made our implementation, coded in c and c++, available on the web.30

While the method is based on the Berg–Harris method, the statistical criterion used in that method is most sensitive to the most common samples, which for radial distribution functions are not the ones of physical interest. To make the method work for radial distribution functions, a weighted resampling of this data was required. Spurious oscillations, allowed by the statistical noise, were eliminated using a piecewise approach. In addition, one can optionally patch the piecewise analytic form to avoid discontinuities within the errors, if desired. The resampled, piecewise smoothing method was demonstrated on data from event-driven DMD simulations of water and proved to give a much smoother result than the histogram method.

If the purpose of a simulation is just to get a good smooth result for the radial distribution functions of a water model, one could use the histogram method with longer simulation runs to reduce the statistical uncertainties to some
biomolecule necessary. In other applications, however, such as in studies of doing longer runs is not that large, so the advantages of the empirical distribution from this smooth curve are supplementary to the probability density function, and the deviations of the distance sample.

The piecewise analytic method is expected to be advantageous since it appears able to use more of the information present in the interparticle interactions and Engineering Research Council of Canada. This work was supported by the National Sciences and Engineering Research Council of Canada.
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FIG. 15. The distribution of the relative errors in the piecewise analytic method applied to 100 000 samples drawn from the first passage time distribution of Sec. VI C, compared to the distribution of the relative error in the Berg–Harris method. The errors are defined here as the deviation from the exact result. The points with error bars are found by applying the piecewise analytic method to the deviations plotted in Fig. 14 (with errors from the jackknife procedure), while the drawn lines are fits to Gaussians with a zero mean.


Alternatively, one can use other tests such as the Kuiper test, but these are less convenient for the piecewise approach presented later, since they involve several “hard-to-fit” points.


Another good explanation of the sensitivity of the KS test to values near the median can be found in Ref. 19, Ch. 4, Sec. III.

One could imagine performing the reweighting at the level of KS test instead, but this would modify the $q$ statistic. The problem is that it would then not be known what a reasonable testing criterion for this new $q$ statistic should be, or even whether it allows a simple formulation such as $q > q_{cut}$.

A procedure in which the piecewise Fourier series is restricted to be continuous across the interval boundaries was also considered but found to lead to undesirable oscillations near discontinuities, reminiscent of the Gibbs phenomenon (Ref. 27).


This is the Laplace inverse of Eq. (6.4.8) in Ref. 28.

This analysis was also attempted for the deviations plotted in Fig. 12 but the error bars on the resulting distributions were too large to tell whether they are biased or non-Gaussian.