Destruction of spiral waves in chaotic media
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Spiral-wave breakup in strongly chaotic media with nonphase-coherent chaotic attractors is investigated. Spiral-wave dynamics is studied for the Rössler reaction-diffusion equation as the local attractor changes from a phase-coherent to a funnel form. Stable spiral waves with an Archimedean structure are observed to persist even when the local chaotic attractor has a funnel form. The destruction of funnel spiral waves in strongly chaotic media is induced by the strong phase disturbance of the local nonlinear chaotic dynamics, which breaks the stable Archimedean spiral structure and globally destroys the spatial pattern.
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I. INTRODUCTION

Spiral waves are often observed in excitable and oscillatory media and the mechanisms responsible for their appearance are well understood [1–3]. They have been studied extensively in laboratory experiments on chemically reacting systems [4,5], fluid convection [6], and in many biochemical and physiological contexts [7,8]. In some situations, it is the mechanisms that lead to the destruction of spiral waves that are important [9]. For example, the breakup of electrophysical spiral-wave patterns in excitable cardiac tissue are believed to be responsible for some types of arrhythmias in the heart, and the instabilities of spiral waves in the Belousov-Zhabotinsky (BZ) reaction lead to chemical turbulence.

Not only can spiral waves arise in excitable and oscillatory media but, somewhat surprisingly, they persist even in media where the underlying dynamics has a complex oscillatory character or is chaotic [10]. An example of a spiral wave in a chaotic system is shown in Fig. 1(a) for the Rössler reaction-diffusion system [11],

\[ \frac{\partial c(r,t)}{\partial t} = R[c(r,t)] + D \nabla^2 c(r,t), \]

where \( c(r,t) \) denotes the set of local concentrations, \( D \) is the diffusion coefficient, \( R[c(r,t)] \) represents the local reaction rate and is given by [12] \( R_1 = -c_x - c_y \), \( R_2 = c_x + ac_y \), \( R_3 = (c_x - b)c_x + c \). We see that a well-defined spiral wave exists although the dynamics at a representative spatial point, shown as a \((c_x, c_y)\)-phase-plane plot in Fig. 1(c), has the structure of a chaotic attractor. Spiral waves where the underlying dynamics is complex have not only been seen in simulations on model reaction-diffusion systems, but have also been observed experimentally in the BZ reaction under conditions where the medium undergoes period-doubling bifurcations to chaos [13,14].

Chaotic spiral waves are unusual in that the amplitude field evolves chaotically in space and time but the system maintains phase coherence. Thus, the existence of chaotic spiral waves is connected with the phenomenon of phase synchronization in chaotic media [15]. Although the system may be chaotic it is often possible to define a phase and the resulting phase coherence is responsible for the existence of the spiral wave. Investigations of spiral waves in chaotic media have focused on systems where the local chaotic attractor has a phase-coherent structure, such as that shown in Fig. 1(c). This projection of the local attractor on the \((c_x, c_y)\) plane shows why the phase is easily defined while the amplitude varies chaotically. For an attractor with this structure the phase may be defined by

\[ \theta = \arctan(c_y/c_x). \]

As the parameter \( a \) in the Rössler reaction-diffusion system increases, the spiral wave develops a more irregular
structure with clearly discernible perturbations [Fig. 1(b)], and the local chaotic attractor adopts a “funnel” form [16] [Fig. 1(d)], where the trajectory makes several loops in phase space in the course of reinjection to the vicinity of the unstable fixed point. One can see that there is still a large degree of phase coherence in the structure of the local attractor for this $a$ value. As $a$ is increased to values higher than $a=0.225$ in Fig. 1(b), the spiral wave becomes even more irregular and the funnel character of the local attractor becomes even more pronounced. For fully developed funnel attractors, and other chaotic attractors whose phase space structure is not simple, the formulation of a generally applicable definition of the phase is a challenging problem [17–19]. For more complex attractors, a phase definition based on considerations of the tangent space structure of the chaotic attractor has been developed [18]. Using such a phase definition, $\theta = \arctan(\hat{c}_y/\hat{c}_x)$, for the Rössler funnel attractor, the nature of the transition to chaotic phase synchronization was studied [18]. A recurrence method, which is believed to be capable of detecting the existence of a phase variable for non-phase-coherent and nonstationary data, has also been proposed [19].

Chaotic attractors lacking phase coherence are commonly observed, for instance, in experiments on chemical reacting systems [20] and nonlinear optical systems [21]. Consequently, it is of interest to investigate the nature of spiral-wave dynamics in systems where the local attractors develop a non-phase-coherent form. As phase coherence in the local attractor is lost, one might expect that such a structural change in the local attractor will lead to the destruction of the chaotic spiral. Based on the appearance of a second extremum in the return map constructed from the local dynamics, our simulations have shown that the local Rössler attractor develops a funnel form at $a=a_{c,0}=0.2045$ [22]. Thus, as Fig. 1(b) shows, simple lack of phase coherence as a result of the development of a local funnel attractor is not sufficient to destroy the spiral wave. Spiral breakup occurs only when the local dynamics develops more complex chaotic structure and we now describe the mechanisms leading to spiral destruction in strongly chaotic media.

II. FUNNEL SPIRAL DESTRUCTION

To investigate the breakup of a funnel spiral wave, we start from a single spiral wave that occupies the entire spatial domain and is stable for small values of the Rössler $a$ parameter. The parameter $a$ is then adiabatically increased, using the final configuration as the initial state for the subsequent simulation. From such simulations we find that there is a critical value of $a$, $a_{c,1}=0.228$, beyond which the single funnel spiral wave is no longer stable. For values of $a>a_{c,1}$ the system exhibits spatio-temporal turbulence whose character is discussed in the next section.

In oscillatory and excitable media two types of spiral breakup [3,4,9] have been observed, both in simulations and in experiments: a spiral-wave breakup that originates in the core region via a Doppler instability arising from spiral wave meander, and a far-field spiral-wave breakup that first occurs far from the core through a long-wavelength modulation due to an Eckhaus instability [9]. In both cases, before the instability, the spiral waves possess a well-developed modulated spiral structure (superspiral). In contrast, the funnel spiral wave retains its original global spiral form, except the spiral structure is perturbed by apparently homogeneously distributed local disturbances [see Fig. 1(b)] for $a=0.225 \leq a_{c,1} = 0.228$, and compare it with Fig. 1(a)]. The nature of the spiral instability can also be deduced from observations of the transient evolution leading to spiral breakup following a parameter change; for example, the evolution following a shift of the parameter $a$ from $a=0.2275$, where a stable spiral exists, to $a=0.229 > a_{c,1}$, shows that the newly formed defects appear in all regions of space, rather than in specific spatial regions such as the core or far-field regions as in the other spiral breakup scenarios.

The mechanism responsible for spiral-wave breakup can be understood by examining the nature of the local phase field in more detail. It is well known that, except very close to the core, spiral waves in simple oscillatory or excitable media take the form of an Archimedean spiral,

$$\rho = \frac{P}{2\pi}(\theta - \theta_{A,0}),$$  \hspace{1cm} (2) 

shown schematically as the solid curve in Fig. 2(a). Here $P$ is the pitch, $\rho$ and $\theta$ are polar coordinates ($+\pi > \theta > \theta_{A,0}$), and $\theta_{A,0}$ is the initial angle with respect to a reference axis with clockwise (the spiral rotation direction) chosen as the positive direction. Spiral waves in chaotic media, such as those shown in Figs. 1(a) and 1(b), are also Archimedean spirals. Each spatial point $r$ in the medium will lie on an Archimedean spiral of the form of Eq. (2) [the dashed curve in Fig. 2(a)].
The spiral tip is denoted by a big star. The Rössler parameter is $\alpha=0.225$. Panels (b) and (c) plot the phase difference $\theta_1-\theta_{A,0}$ versus $\theta_D-\theta_{D,0}$ for $\alpha=0.15$ and 0.225, respectively. Panel (d) plots $\eta$ versus $\alpha$ with critical parameter $\alpha_{c,1}$ determined from the correlation function analysis, indicated by arrows.

\[
\rho(r) = \frac{P}{2\pi}\left[\theta(r) - \theta_{A}(r)\right],
\]

but with an initial phase $\theta_{A}(r)$ that differs from $\theta_{A,0}$. Thus, the difference of angles, $\theta_{1}(r) - \theta_{A,0}$, which we call the spiral phase at point $r$, connects any spatial point with the reference Archimedean spiral in Eq. (2). For the Rössler system, without loss of generality, we may select the minimum of $c_s$, e.g., $c_s=10.0$, to define this reference Archimedean spiral. The reference spiral corresponding to Fig. 1(b) for $\alpha=0.225$ was constructed by using the numerical method of Belmonte et al. [4] and is shown in Fig. 3(a). Apart from some dispersion arising from perturbations inherent in the funnel spiral wave, the Archimedean structure of the spiral wave is evident. The two parameters, $P$ and $\theta_{A,0}$, were determined from the fit and $\theta_{A}(r)$ was obtained from $\left[\left(\rho(r), \theta(r)\right)\right]$ at point $r$ using Eq. (3).

Since the phase space trajectory of the system is chaotic at any spatial point $r$, it is often difficult to give a general definition of the phase [17]. We noted earlier that for the Rössler attractor the definition $\theta_{A}(r)=\arctan(\dot{c}_s/c_s)$ [18] has wider applicability than a definition involving phase space variables. Consequently we let $\theta_{A}(r)$ defined by this equation be the dynamic phase. This definition relies on the assumption that the projection on the $(\dot{c}_s, c_s)$ plane is a curve cycling monotonically around a certain point, and, therefore, the phase is a monotonically growing function of time [18]. Clockwise is chosen as the positive direction. For points defining the reference Archimedean spiral, the dynamic phase in the $(c_s, \dot{c}_s)$ phase plane is approximately equal to $\pi$ since $c_s=10$ and $\dot{c}_s=0$. Therefore, we have $\theta_{D,0}=\pi/2$ in the tangent space $(\dot{c}_s, c_s)$ [see the square in the tangent space of $(\dot{c}_s, c_s)$ in Fig. 2(b)].

If the local dynamics is periodic, the spiral phase defined in coordinate space determines the lag time between the dynamics at the spatial point $r$ and the reference Archimedean spiral [see the difference between the solid and dashed curves in Fig. 2(a)]. This idea was used to construct an Archimedean spiral splay field theory for spiral dynamics in complex-oscillatory media [23]. For harmonic oscillations, the lag time is controlled by the dynamic phase difference [shown as the phase difference between the circle and square in Fig. 2(b)], and this is also approximately true for the phase-coherent, or even non-phase-coherent, Rössler attractor. This statement is confirmed by the results in Fig. 3(b) which plots $\theta_{A}(r) - \theta_{A,0}$ versus $\theta_{D}(r) - \theta_{D,0}$ for $\alpha=0.15$ for all spatial points, excluding the core and boundary points. These points (plotted modulo $2\pi$) lie close to the diagonal indicating strong correlation between the spiral and dynamic phases. (The small “bump” on the diagonal near $\pi$ is due to the influence of nonzero $c_s$ values.) Note that the choice of the reference Archimedean spiral in Eq. (2) is arbitrary. With increasing $\alpha$, the approximate equality of $\theta_{A} - \theta_{A,0}$ and $\theta_{D} - \theta_{D,0}$ gradually becomes poorer [see Fig. 3(c) for $\alpha=0.225$].

The function $\eta=\langle||\Delta\theta(r)||^2\rangle$, where $\Delta\theta(r)=[\theta_1(r) - \theta_{A,0}]-[\theta_D(r) - \theta_{D,0}]$, may be used to characterize the deviation from the diagonal. Here $||\Delta\theta||=|\Delta\theta|$, for $-\pi = \Delta\theta = \pi$ and $2\pi - |\Delta\theta|$ otherwise, and $\langle\rangle$ indicates a spatial average. The plot of this function in Fig. 3(d) shows that the phase disturbance increases as $\alpha$ is tuned to lie deeper in the chaotic funnel region until the critical parameter $a_c=0.228$ is reached from below. We also observe that there is a discernible change from a slow increase to a very rapid increase in the region of $a_{c,1}<a<a_{c,2}$. Recall that $a_{c,1}$ signals the change from phase-coherent to funnel chaotic attractors.

The above results show that the funnel spiral breakup mechanism differs from the core and far-field mechanisms for spiral breakup described earlier. No spatial modulation of the spiral signals its breakup. The equality (or approximate equality) of the dynamic phase (the strength of the local phase irregularity) and the spiral phase (the strength of the global spiral structure) appears to be a necessary condition for a stable spiral wave, even for the funnel chaotic spiral. When the degree of the local phase irregularity becomes strong enough, deep into the funnel parameter region, breakup of spiral wave occurs.

### III. Turbulent Regimes

We next briefly consider the turbulent regimes that arise as a result of the breakup of the funnel spiral wave. For
FIG. 5. (Color online) (a) Plot of the spatial correlation function \( \ln(C(r)) \) versus \( r \) showing the crossover from weak to strong turbulence. (b) The spatial correlation length \( \xi \) versus \( a \) for \( a > a_{c2} \).

\( a > a_{c1} = 0.228 \) the single chaotic spiral wave breaks up into a weakly turbulent state consisting of a large number of small distorted spirals as shown in Fig. 4(a). If \( a \) is increased further, beyond \( a_{c2} = 0.25 \) one observes strong turbulence where all vestiges of the spiral structure is lost. Such a turbulent state is shown in Fig. 4(b). Turbulent states with these characteristic features have been observed in the complex Ginzburg-Landau equation [24] and in experiments on the BZ reaction [4]. Both the transition to weak turbulence at \( a_{c1} \) and the transition to strong turbulence at \( a_{c2} \) occur after the development of the local funnel attractor at \( a_{c0} \).

The transition from weak to strong turbulence at \( a_{c2} \) is signaled by a qualitative change in the structure of the spatial correlation function,

\[
C(r) = \frac{\langle \delta c_i(r', t) \delta c_j(r + r, t) \rangle_{t, t'}}{\langle \delta c_i(r', t) \rangle^2_{t, t'}},
\]

where \( \delta c_i(r, t) = c_i(r, t) - \langle c_i(r, t) \rangle_{r, t} \), and the angular brackets denote an average over time and space. In Fig. 5(a) the logarithmic plots of the correlation function are presented and, from right to left above the dashed line, they correspond to \( a = 0.24, 0.245, 0.25, 0.26, \ldots, 0.30 \), respectively. The crossover through the second critical parameter at \( a = a_{c2} = 0.25 \) is apparent in this figure from the change in slope of the lines. The spatial correlation length \( \xi \) was determined from the intersection of the curves with \( \ln[C(r)] = -1 \), as \( C(r) \propto \exp(-r/\xi) \) for \( a > a_{c2} \). The dependence of \( \xi \) on \( a \) with open circles is plotted in Fig. 5(b); The correlation length decreases gradually for \( a > a_{c2} \), as can be seen in the figure, reflecting the increase in spatial disorder as the system parameters are changed to lie deeper in the chaotic regime. We note that the same critical parameter values, \( a_{c1} = 0.228 \) and \( a_{c2} = 0.25 \), are found from an analysis of temporal correlation functions.

IV. CONCLUSION

We have shown that spiral waves persist in a chaotic medium where the local attractor has a funnel structure and is not phase coherent, provided breakdown of phase coherence of the local attractor is not too strong. Sufficiently deep into the funnel attractor region a new type of spiral breakup occurs that has its origin in the chaotic dynamics which breaks the stable Archimedean spiral structure. A weak turbulent state results from the breakup of the funnel spiral wave. Deeper in the chaotic regime, weak turbulence changes to strong turbulence signaled by exponential decay of spatial correlations.

While some aspects of the results presented in this paper are model specific, for example, the numerical values of the critical parameters \( a_{c0}, a_{c1}, \) and \( a_{c2} \), other features, such as the transitions to weak and strong turbulence as phase coherence is destroyed, should have general applicability. Thus, we expect that the major qualitative aspects of our study should apply to other physical and model systems possessing non-phase-coherent attractors. Studies of other model systems, such as the Willamowski-Rössler model [25], which has a mass-action chemical basis, and the autocatalator model [26] exhibit spiral-wave states in chaotic and complex-periodic parameter regimes. A modified version of the Rössler system has been used to investigate instabilities in lasers giving rise to non-phase-coherent attractors [21]. Since chaotic physical systems often exhibit non-phase-coherent chaotic attractors in some parameter regimes, our study suggests that it may be possible to find stable spiral-wave states, or chaotic states that originate from spiral-wave breakup, in such systems.
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The simulations were performed using the explicit Euler method on a $256 \times 256$ square domain with no-flux boundary conditions. The space and time steps were $\Delta x=1.0$ and $\Delta t=0.02$.


The critical value of $ac0$ at which the transition to a local funnel-shaped attractor occurs is approximately the same as that for the ordinary differential equation.

