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Abstract

A mesoscopic dynamics method for the simulation of spatially distributed chemically reacting systems under equilibrium and nonequilibrium conditions is described. Non-reactive collisions are modeled by multiparticle collision dynamics that conserves mass, momentum and energy. Reactive collisions are described by birth–death stochastic processes. The dynamics is governed by a Markov chain in the full phase space of the system, which reduces to mass action rate laws in the mean field limit. Simulations on the Selkov model are carried out to illustrate the simulation method.
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1. Introduction

When viewed on mesoscopic scales, chemically reacting systems may exhibit behavior that is different from that seen on macroscopic scales. Normally, such systems are described macroscopically by chemical rate laws or reaction–diffusion equations. These descriptions assume that the system contains large numbers of reactive molecules and, in the case of the reaction–diffusion equation, that spatial gradients are weak. There are many instances where such descriptions are likely to be inappropriate. Consider biochemical reactions occurring in a cell [1]. Cells are small chemical reactors with volumes often in the range of µm³. Some chemical species may have very low concentrations, so that there may be only a few molecules of these species present in the cell. Similar considerations apply to reactions taking place in micelles in microemulsion solutions or to reactions in other nano-confined systems. In such circumstances, macroscopic continuum approaches will fail and models that account for the discrete nature of the chemical species and molecular fluctuations must be used.

The most direct way to account for all of these features is to follow the reactive dynamics at a microscopic level using molecular dynamics (MD). However, the simulation of chemical reactions in a solvent or dense background medium presents computational problems. The large population of solvent particles, while chemically inert, influences the overall dynamics and evolution of the system through collisions, even when reactive events are rare. This makes the Hamiltonian dynamics of large systems computationally challenging. Consequently, a variety of approximate or coarse grain methods are usually employed to investigate such systems.

For spatially uniform systems, the birth–death master equation, where reactions occur with given probabilities, can be used to model the reactive dynamics in a way that incorporates the effects of fluctuations in the numbers of chemical species [2]. Gillespie’s algorithm provides an efficient way to simulate the dynamics [3,4]. Often, it is essential to account for spatial degrees of freedom in the system. In this case, one may use reaction–diffusion equations or spatial master equations where birth–death reaction dynamics is combined with diffusive hops among spatial cells to account for both species number fluctuations and diffusion [5–10].

At a very basic level, the molecules in a reactive system move from point to point and interact or collide in non-reactive or reactive collisions that change their velocities and possibly their identities or species numbers. At a mesoscopic level, often the full details of the interactions are not important. In such
cases one may consider coarse grain versions of the collision process that mimic the effects of many real collisions; however, the coarse grained collisions cannot be constructed in an arbitrary fashion. It is important that they preserve the essential properties of the real collision dynamics. In this article we consider the extension of one such mesoscopic dynamical scheme, multiparticle collision (MPC) dynamics [11–13], to chemically reactive systems. MPC dynamics conserves mass, momentum and energy. The dynamics also preserves phase space volumes. On long distance and time scales one may show that the system obeys the Navier–Stokes equations of hydrodynamics. The transport coefficients are easily computed for this model [12, 15,16]. Furthermore, MPC dynamics can be combined with molecular dynamics of embedded solute molecules or particles. In such hybrid MPC-MD schemes, hydrodynamic interactions among the solute molecules are automatically taken into account since momentum is conserved. As a result of these features, MPC dynamics has been used to simulate a variety of systems [13] including hydrodynamic flows [17], colloid [18] and polymer [19,20] systems and self-propelled particles [21,22].

The extension of MPC dynamics presented here provides a mesoscopic basis for the study of general spatially distributed reactive systems in equilibrium as well as far-from-equilibrium conditions. It naturally includes local and global species number fluctuations. The dynamics reduces to the reaction–diffusion equation on long distance and time scales.

The outline of the paper is as follows: In Section 2 we present the extension of MPC dynamics to reactive systems and give an algorithm for the simulation of the dynamics. The formulation allows for the possibility of reactions driven far from equilibrium by flows of chemicals so that particle numbers are no longer conserved. In Section 3, we show how the mean field chemical rate laws are obtained on macroscopic scales for a specific biochemical reaction, the Selkov model, carried out under far-from-equilibrium conditions. Section 4 presents the results of simulations of the Selkov model in order to illustrate the features of the method. The conclusions are given in Section 5, while extensions of reactive collision rules that conserve mass, momentum and energy, which may be useful for studies of reactive fluid flows or in other contexts, are given in Appendix A.

2. Reactive multiparticle collision dynamics

Multiparticle collision dynamics accounts for the two basic elements discussed above: particle motion and collisions. Suppose that in a system of \(N\) molecules in a volume \(V\) the \(i\)th molecule has position \(\mathbf{x}_i\) and velocity \(\mathbf{v}_i\). Effective multiparticle collisions are assumed to take place at discrete time intervals \(\tau\). Between such collisions molecules free stream. Multiparticle collisions are carried out in the following way: at each time interval \(\tau\) the system with volume \(V\) is divided into \(N_c\) cells of volume \(V_c\) so that \(V = N_c V_c\). Rotation operators \(\hat{\omega}_k\), chosen from some set of rotation operators, \(\Omega = \{\hat{\omega}_1, \ldots, \hat{\omega}_s\}\), are assigned to each cell \(V_c\) of the system. If \(V_c\) is the center of mass velocity of all molecules in cell \(V_c\), collisions change particle velocities, \(\mathbf{v}_i\), for \(\mathbf{x}_i \in V_c\), according to the multiparticle collision rule, \(\mathbf{v}'_i = \mathbf{v}_i + \hat{\omega}_k (\mathbf{v}_i - \mathbf{v}_j)\), where \(\mathbf{v}'_i\) is the post-collision velocity. This collision rule can be generalized to multi-component systems [14]. If \(\ell_i \in \{1, 2, \ldots, s\}\) denotes the species label of particle \(i\), then we may write the collision rule as

\[
\mathbf{v}'_i = \mathbf{v}'_i + \hat{\omega}_k (\mathbf{v}'_{i} - \mathbf{v}_k) + \hat{\omega}_k (\mathbf{v}'_{i} - \mathbf{v}'_{j}),
\]

where \(\mathbf{v}'_{i}\) is the center of mass velocity of particles of species \(\ell_i\) in cell \(V_k\) and \(\hat{\omega}_k\) and \(\hat{\omega}_j\) are again randomly chosen rotation operators. At each collision update \(\hat{\omega}_k\) acts on all particles in \(V_k\) and then \(\hat{\omega}_j\) acts on the subsets of particles of species \(\ell_i\) in \(V_k\).

As noted above, it can be shown that this collision rule conserves mass, momentum and energy and preserves phase space volumes.

Using the MPC rule, the transport properties of the system can be computed. An especially relevant transport property for the reactive systems we consider is the diffusion coefficient. Taking the collision rule that treats all non-reactive collisions among different species as being the same, the diffusion coefficient can be expressed as a discrete-time Green–Kubo formula. For rotations about a randomly chosen axis by angles of \(\pm \alpha\) the diffusion coefficient can be evaluated approximately to give [14],

\[
D = \frac{k_B T \tau}{2m} \left( \frac{3 \gamma}{(\gamma - 1 + e^{-\gamma})(1 - \cos \alpha)} - 1 \right),
\]

where \(\gamma\) is the average number of particles per collision cell and \(m\) is the mass of each particle.

Next, we need to account for the possibility that chemical reactions may take place among the species. Reactions are assumed to occur locally within each cell by birth–death stochastic processes. We first consider a simple birth–death description for an open system that may be far from equilibrium. In this case the reactive events will not, in general, satisfy mass, momentum and energy conservation. In Appendix A we show how reactive rules can be constructed that do satisfy all conservation laws. Such a generalization may be especially useful when coupling between reaction and fluid flow is of interest or when hydrodynamic interactions among solute molecules must be taken into account.

Consider a set of reactions with reaction \(R_\mu\) characterized by rate constant \(k_\mu\):

\[
R_\mu : \sum_{\ell=1}^{s} v_{l}^{\mu} X_{\ell} \rightarrow \sum_{\ell=1}^{s} \bar{v}_{l}^{\mu} X_{\ell} \quad (\mu = 1, \ldots, r),
\]

where \(X_{\ell}\) (\(\ell = 1, \ldots, s\)) are the \(s\) chemical species and \(v_{l}^{\mu}\) and \(\bar{v}_{l}^{\mu}\) are the stoichiometric coefficients for reaction \(\mu\). Suppose that there are \(N_{\ell}^{\mu}\) particles of species \(\ell\) in cell \(V_k\), giving a total number of \(N^{\mu} = \sum_{\ell} N_{\ell}^{\mu}\) particles in the cell. We assume that reactions occur independently in the cells. The probability that a reaction \(R_\mu\) will occur in \(V_k\) in \((t, t + dt)\) is \(k_\mu(V_k) h_{\mu}^{\xi} dt \equiv a_\mu^{\xi} dt\). The factor \(a_\mu^{\xi}\) for a randomly chosen reaction \(R_\mu\) in \(V_k\) is given by

\[
a_\mu^{\xi} = k_\mu(V_k) \prod_{\ell=1}^{s} \frac{N_{\ell}^{\mu}}{N_{\ell}^{\mu} - v_{l}^{\mu}} \equiv k_\mu(V_k) h_{\mu}^{\xi},
\]
where the notation $k_\mu(V_c)$ indicates that the rate constants have been scaled for the cell volume $V_c$, and $h_\mu$ is the combinatorial factor that accounts for the number of different ways the reaction can occur in the cell. In this simple model, reactions occur with probabilities that are independent of the particle velocities. This need not be the case and it is not difficult to generalize this rule. In particular, it is possible to account for activated reactive events that depend on the energies of the particles. The combinatorial factor $h_\mu$ cannot occur in cell $V_\xi$ in this case; clearly $a_\mu = 0$ also. The probability that no reaction will occur in the time $t'$ is $P_\mu(t') = e^{-a_\mu t'}$, where $a_\mu = \sum_\nu a_{\nu\mu}$. The probability density that no reaction will occur up to the time $t'$ and the reaction $R_\mu$ will occur between $t'$ and $t' + dt'$ is $P_\mu(t') = \nu_\mu e^{-a_\mu t'}$. In reactive multiparticle collision (RMPC) dynamics, reactive and non-reactive collision occur at discrete time intervals $\tau$. Consequently, the probability that in the time interval $\tau$ the reaction $R_\mu$ will occur first, followed by any other events, is of interest and is given by

$$p_\mu^\xi(N^\xi, \tau) = \int_0^\tau dt' P_\mu(t') = \frac{\nu_\mu}{a_\mu} (1 - e^{-a_\mu \tau}),$$

(5)

where $N^\xi$ is the vector of species populations in the cell. The dependence on $\tau$ will be omitted when confusion is unlikely to arise. This quantity may be used to sample reactive events at the discrete times $\tau$. If the reaction probability is small so that $a_\mu = 1$, then $p_\mu^\xi(N^\xi) = \nu_\mu \tau$, which is the correct form for only one reactive event in the time interval $\tau$. Should $a_\mu \tau$ not satisfy this inequality, the full expression for $p_\mu^\xi(N^\xi)$ will provide a sampling function that is bounded by unity.

In summary, in RMPC dynamics, at time intervals $\tau$ the system is divided into collision cells and reactive multiparticle collisions are carried out independently in each cell. These collisions consist of the concatenation of MPC velocity-changing collisions and birth–death stochastic reactive events that take place with probabilities $p_\mu^\xi(N^\xi)$. The combination of reactions and multiparticle collisions models coarse grain reactive and non-reactive collisions in the system. Particles then free stream for a time $\tau$ until the next collision event.

The above dynamics defines a Markov chain for a probability density $P(x^N, v^N, t)$, where $N$ is the total number of particles in the system at time $t$ and $(x^N, v^N) = (x_1, \ldots, x_N, v_1, \ldots, v_N)$ are the phase-space coordinates. We use the notation: $v^N = \sum_{i=1}^N v_i$, $x^N = \sum_{i=1}^N x_i$, etc. The Markov Chain can be written formally as

$$P(x^N + v^N \tau, v^N, t + \tau) = e^{\text{i} L_0 \tau} P(x^N, v^N, t + \tau) = (\hat{\mathcal{R}} \hat{C} P)(x^N, v^N, t),$$

(6)

where $\hat{\mathcal{R}}$ and $\hat{C}$ are operators that correspond to the reactive and MPC events, respectively, and the free streaming operator is $i L_0 = v^N \cdot \nabla x^N$. The RMPC operator has the formal structure

$$(\hat{R} \hat{C} P)(x^N, v^N, t) = \frac{1}{|\mathcal{R}| |\mathcal{N}|} \sum_{\mathcal{R}} \frac{1}{|\Omega| |\mathcal{N}|} \sum_{\mathcal{N}} \left( \prod_{i=1}^{N_i} \hat{R}_i \hat{C}_i \right) p(x^N, v^N, t),$$

(7)

where $\mathcal{R}$ is a set of reactions, $\mathcal{R} = \{R_0, R_1, \ldots, R_r\}$, including the possibility of no reaction denoted by $R_0$. The probability that no reaction occurs in the time interval $\tau$ is $p_0^\xi(N) = 1 - \sum_{\nu = 1}^\tau \nu^\xi \tau$. Eq. (7) expresses the fact that the RMPC operators act independently on each collision cell and the values of the velocity rotation operators are chosen from the set $\Omega$ and the reaction operators are chosen from $\mathcal{R}$. The collision operators have the following more explicit expressions: For notational simplicity, we assume that the multiparticle collisions are not species dependent. In this case we can write [11,12]

$$P_C^\xi(N^\xi, v^N, t) = (\hat{C} P)(x^N, v^N, t)$$

$$= \frac{1}{|\Omega| |\mathcal{N}|} \sum_{\mathcal{N}} \int_\Omega d\nu^N P(x^N, \nu^N, t)$$

$$\times \prod_{i=1}^{N^\xi} \delta(v_i - v_\xi - \omega_\xi(v_i - v_\xi)).$$

(8)

Here we use $N^\xi$ to denote the number of particles in the system at time $t$ prior to the action of the reaction operators. The reaction operator is easily written for the case where the reactive events involve individual particles in the cells [23], rather than simply acting on the species numbers in the cells. In its simplest form considered here, we assume that particles within the cells are not distinguished in reactive events. In this case, the full RMPC operator may now be written more explicitly as

$$(\hat{R} P_C^\xi)(x^N, v^N, t)$$

$$= \sum_{\mathcal{N}} \prod_{\xi=1}^{N} \sum_{\mu=0}^{r} p_\mu^\xi(N^\xi)$$

$$\times \prod_{i=1}^{s} \delta_N x_i^\xi \delta_N v_i^\xi \prod_{k=1}^{s} \int d\nu x_i^{k+k} d\nu v_i^{k+k}$$

$$\times \prod_{j=1}^{r} \frac{1}{V_c} \phi_0(v_i^{k+j}) P_C^\xi(x^N, v^N, t),$$

(9)

where the Maxwell distribution, for particle mass unity, is $\phi_0(v) = (2\pi k_B T)^{-3/2} \exp(-|v|^2/(2k_B T))$ and $\Delta^\xi = v_i^\xi - v_\xi^\xi$. We use the convention that if the upper limit in the product is less than the lower limit the product is to be interpreted as unity. The delta functions specify the species number changes in reactive events. If particles are created in a reaction, their velocity is chosen from a Maxwell distribution at the temperature of the system. These equations generalise the treatment of cubic autocatalysis fronts considered earlier [24] to arbitrary reacting systems and form the basis for the analysis of the RMPC dynamics.

3. Derivation of mean field equation for Selkov model

In order to illustrate the use and simulation of RMPC dynamics, we consider the reversible version of the Selkov reac-
This reaction scheme is a very simplified model of the phosphofructokinase portion of the glycolytic cycle that contributes to the oscillations seen in this system. Using a reactive lattice-gas model [26,27], it was studied in the context of biochemical reactions at the cellular level [28]. Since the mean field reaction dynamics of the reversible version of the model shows both oscillatory and steady state behavior and the mean field phase diagram is known [29], it is a convenient test case for our study. The chemical rate law corresponding to Eq. (10) is

\[
\begin{align*}
\frac{dx(t)}{dt} &= -k_1 x + k_2 x^2 + k_3 x y + k_4 y + k_5 y^2 + k_6,
\end{align*}
\]

(11)

To demonstrate the ability of our methods to allow for changes in the total number of particles in time, we consider an open chemical system for which the concentrations of A and B particles are kept fixed through external controls. In writing Eq. (11) we have incorporated the constant concentration \(c_x\) into the rate constant \(k_1\) and the constant concentration \(c_B\) into the rate constant \(k_2\). This means X particles are added through \(R_1\) with constant rate \(k_1\), and Y particles are added with constant rate \(k_6\) through \(R_6\), while reactions \(R_2\) and \(R_3\) remove X and Y particles from the system respectively. In terms of our previous notation, \(r = 6\), and \(s = 2\). We will denote \(X_1 = X\) and \(X_2 = Y\) going forward.

We now show how RMPC dynamics can be reduced to the mass action rate law when non-reactive collisions occur much more frequently than reactive collisions. In this case the velocity distribution is Maxwellian and diffusion is rapid so that the particle velocities are Poissonian distributed. Then, integration of Eq. (6) for the scheme (9) over all variables except the local number of particles in cell \(\xi\) leads to

\[
\tilde{P}(N^\xi, t + \tau) = \tilde{P}(N^\xi, t) e^{-\frac{\tilde{\tau}}{\tau}}.
\]

(16)

Multiplying Eq. (15) by \(N^\xi\) and summing over \(N^X, N^Y\) yields the discrete time rate equation,

\[
\bar{N}_X(t + \tau) = \bar{N}_X(t) e^{\frac{\tilde{\tau}}{\tau}}.
\]

(17)

where we have introduced the time translation operator \(\exp(\tilde{\tau}/\tau)\). Expanding the translation operator in a Taylor series and taking the limit \(\tau \to 0\) gives the macroscopic rate law for \(X\) in Eq. (11). The chemical concentrations are defined by \(c_X = \bar{N}_X/V_c\) and \(c_Y = \bar{N}_Y/V_c\) while the rate constants are given by \(k_1 = k_1(V_c)/V_c\), \(k_2 = k_2(V_c)\), \(k_3 = k_3(V_c)V_c^2\), \(k_4 = k_4(V_c)V_c^2\), \(k_5 = k_5(V_c)/V_c\), \(k_6 = k_6(V_c)/V_c\). Here we used the fact that \(\lim_{\tau \to 0} \tilde{P}(t)/\tau = k_1(V_c)\). Similarly, multiplying by \(N^Y\) and carrying out a similar analysis gives the macroscopic rate law for \(c_Y\).

4. Selkov model simulation results

In order to test the utility of RMPC dynamics, we simulated the dynamics of the Selkov model using the algorithm developed in Section 2. The simulations were carried out for systems whose size ranged from \(N_c = 10^3\) to \(N_c = 10^5\). From the phase diagram of the Selkov model [29] and our mean field analysis, parameter values corresponding to a stable limit cycle and stable focus could be determined. They are: \(k_1 = 0.0009485, k_2 = 0.0001, k_3 = 0.0004, k_4 = 0.0004, k_5 = 0.001, k_6 = 0.0001265\) for the limit cycle and \(k_6 = 0.0002024\) for the stable focus.

If reactions occur on time scales that are long compared to the velocity relaxation time, as is the case for most reactions of interest, the velocity distribution will be Maxwellian. In our simplified Selkov reaction rate reactive events are thermoneutral and do not depend on particle velocities, so no perturbation of the velocity distribution will occur as a result of reaction. The
Selkov model is an example of a reaction carried out under far-from-equilibrium conditions where the concentrations of some species are assumed to be held fixed by external flows. As a result, particle numbers are not conserved in the dynamics. Consequently, neither the momentum nor energy are conserved, in contrast to non-reactive MPC dynamics. Neither the restriction to reactions that are independent of velocities nor the breakdown of conservation laws need be assumed and the collision rules discussed in Appendix A provide examples where these conditions are not violated. The extent to which the velocity distribution remains Maxwellian and the energy is conserved in this far-from-equilibrium system can be seen in Fig. 1 where the velocity distribution and energy are shown for limit cycle dynamics. The velocity distribution is Maxwellian while the total energy fluctuates about a fixed value. The energy fluctuations are larger for smaller system sizes as expected.

Evolution to stable limit cycle dynamics is shown in Fig. 2 for large ($N_c = 50^3$) and small ($N_c = 10^3$) system sizes. The $c_X$ versus $c_Y$ phase plane plot for $N_c = 50^3$ shows that a stable limit cycle, which closely matches the mean field result, is obtained from RMPC dynamics. Since reaction is much slower than diffusion in our simulation conditions, the system is nearly spatially homogeneous. The degree to which diffusion is able to maintain spatial homogeneity can be gauged by the diffusion length $\ell_D = (D\tau_c)^{1/2}$, where $\tau_c$ is a characteristic time scale in the system. Taking $\tau_c$ to the period of the limit cycle, $\tau_c \approx 18750$, and using the value of the diffusion coefficient computed from Eq. (2), we find $\ell_D \approx 88$, which is larger than the linear dimension of the system. In addition, the large number of particles in the system leads to small fluctuations so that mean field behavior is expected. For small $N_c = 10^3$ system sizes, fluctuations are much more pronounced and these large fluctuations signal the observed breakdown of the mean field approximation.

Similar trends are seen for parameter values corresponding to a stable focus shown in Fig. 3. For large system sizes oscillatory decay to the focus is observed. For the small system size there are large fluctuations which signal the breakdown of mean field behavior for small systems.
5. Conclusion

Reactive multiparticle collision dynamics can be used to study spatially distributed reacting systems in both equilibrium and nonequilibrium conditions. In the simplest version of the model, the reactive events include the creation and destruction of particles. This leads to a violation of the basic conservation laws, in contrast to non-reactive MPC dynamics. Furthermore, the reactive collision model chosen to illustrate the results is especially simple since reaction occurs independently of the particle velocities. In this case, assuming diffusion is rapid compared to reaction, the model is equivalent to a birth–death Markov process dynamics for the species numbers. In this regime the dynamics could have been simulated effectively using the Gillespie algorithm for the birth–death master equation since spatial degrees of freedom play a minor role. However, RMPC need not be restricted to this simple case. Appendix A indicates how the reaction rules can be modified to satisfy mass, momentum and energy conservation. In this case the solvent in which the reactions occur is explicitly taken into account. Such rules can also be adapted to incorporate activated reactive processes.

RMPC dynamics may be contrasted with birth–death master equation dynamics that takes into account spatial degrees of freedom. In such master equation approaches, the system is divided into cells in which stochastic birth–death reactions occur and particles hop from cell to cell by diffusive jumps. RMPC dynamics is similar in spirit except that MPC non-reactive collision dynamics is used to move particles in the system. On long distance and time scales, this dynamics will generate diffusive motion of the species with known values of the diffusion coefficients. Since MPC dynamics is easy and efficient to simulate, it is a very effective way to model these diffusion processes. The algorithm is synchronous, with the time $\tau$ governing the non-reactive MPC collisions.

In contrast to spatial master equation approaches, RMPC dynamics provides a more microscopic perspective of the system that can be very useful in many contexts. For example, hybrid MPC–MD schemes have proven to be a very effective way to simulate conformational changes in polymers and biomolecules and colloidal dynamics in solution by combining full molecular dynamics of some relevant species with MPC dynamics of the solvent. The reactive extension presented here can be used in similar contexts where reactions can occur among the solvent molecules, which interact with large solute molecules or for reactions occurring directly with solute molecules. Effects of cellular crowding, where obstacles in the cell influence both transport and reaction, can be studied in this way [30,31]. As a result, the method should prove useful in a variety of applications where molecular motions, reactions and spatial degrees of freedom play a role.
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Appendix A. Reaction rules

In this appendix we give rules for chemical reactive events that conserve mass, momentum, and energy within a similarly constrained background medium. These rules produce dynamical correlations through the imposed conservation constraints. Reactive collisions obey the constraints imposed by fission and fusion of particle pairs and such events are confined to a cell but are not local within a cell. Such birth–death processes can be implemented because coordinates do not appear in the dynamical constraints and potential energy is absent. Below we show in a few examples of typical elementary reactions how reactive collision rules can be constructed. The methods discussed here can be extended to treat other reactions encountered in applications.

Example 1. $A + B \rightarrow C$. For structureless $A$, $B$ and $C$ particles, it is not possible to conserve energy and momentum without an additional particle or particles participating in the reaction. The
The simplest case to consider is \( A + B + M \rightarrow C + M \), where \( M \) is a solvent particle. For mass conservation, we must have \( m_C = m_A + m_B \). For energy conservation, the center of mass momentum of an \( A \) and \( B \) particle is \( p_{AB} = p_A + p_B \). Similarly, the relative momentum of the pair is \( p_{AB} = (m_A p_A - m_B p_B) / m_C \). Letting primes denote post-collision quantities, energy conservation reads,

\[
\frac{p_A^2}{2m_A} + \frac{p_B^2}{2m_B} + \frac{p_M^2}{2m_M} = \frac{p_{AB}^2}{2m_C} + \frac{p_M^2}{2m_M} = \frac{p_{AB}^2}{2\mu} + \frac{p_M^2}{2m_M},
\]

where \( \mu = m_A m_B / m_C \) is the reduced mass. If \( p_{AB}^2 / 2m_C = \mu p_A^2 / 2m_A \) in this equation, then \( p_{AB}^2 / 2\mu + p_M^2 / 2m_M = p_M^2 / 2m_M \). Thus, the original \( AB \) pair forms a \( C \) particle with the same center of mass energy. Then to conserve total energy the internal energy in the \( AB \) pair is transferred to the \( M \) particle. These equations determine the magnitudes \( p_C \) and \( p_M \). For momentum conservation, \( p_A + p_B + p_M = p_C' + p_M' \). Momentum is conserved even if \( p_M' \) has a randomly chosen direction \( \hat{n} \) provided \( p_M' = \hat{n} (p_M^2 + m_M p_{AB}^2 / \mu) / 2 \). The value of \( p_C' \), from the equation: \( p_C' = p_A + p_B + p_M - p_M' \), where (random) \( \hat{n} \) couples \( p_A \) and \( p_B \).

Example 2. \( C + M \rightarrow A + B + M \). This reaction is formally the reverse of Example 1 but, if we choose, the conservation laws can be satisfied using different dynamical rules. For mass conservation we again have \( m_C = m_A + m_B \). For energy conservation

\[
\frac{p_C^2}{2m_C} + \frac{p_M^2}{2m_M} = \frac{p_A^2}{2m_A} + \frac{p_B^2}{2m_B} + \frac{p_M^2}{2m_M},
\]

Again, let \( p_{AB}^2 / 2m_C = p_{AB}^2 / 2m_M \), thereby conserving the energy of the center of mass motion. This implies \( p_{AB}^2 / 2m_M = p_{AB}^2 / 2m_M - p_{AB}^2 / 2\mu \). However there is freedom of choice in the relative kinetic energy of the \( AB \) pair, implying the choice of a specific rule. For momentum conservation, \( p_C + p_M = p_A' + p_B' + p_M' \). The magnitude \( p_{AB}' \), where \( p_{AB}' = (m_B p_A - m_A p_B) / m_C \), is determined by our rule and the magnitude \( p_M' \) follows from the energy conservation relation. In general we can choose the direction \( \hat{n} \) of \( p_M' \) and \( \hat{n} \) of \( p_{AB}' \) randomly, so that \( p_M' = \hat{n} p_M \) and \( p_{AB}' = \hat{n} p_{AB} \). This information allows us to determine \( p_A' \) and \( p_B' \). The simplest rule is to set \( p_{AB}' = 0 \), i.e., \( p_{AB}' = 0 \). Then there is no need for the \( M \) particle and we can just consider \( C \rightarrow A + B \) and still satisfy the conservation laws. In this case we have, from the relative momentum, \( p_A' = m_A p_A / m_B \), which then gives \( p_B' = m_B p_C / m_C \). Example 2 in its full form is the reverse of Example 1. Microscopic detailed balance may be imposed.

Example 3. \( A + B \rightarrow C + D \). This example can be treated in a similar way to Example 2. For mass conservation, \( m_A + m_B = m_C + m_D \). Let \( M_{AB} = m_A + m_B \) and \( \mu_{AB} = m_{AB}/(m_A + m_B) \). Mass conservation implies \( M_{AB} = M_{CD} = M \). For energy conservation

\[
\frac{p_A^2}{2m_A} + \frac{p_B^2}{2m_B} + \frac{p_C^2}{2m_C} + \frac{P_{D}^2}{2m_D} = \frac{p_{AB}^2}{2M} + \frac{p_{AB}^2}{2\mu_{AB}}.
\]

For momentum conservation, \( p_A + p_B = p_C' + p_D' \). The value of \( p_D' \) follows from momentum conservation.

Comparison of the reaction rules defined in this appendix with those used in the Selkov-model simulations illustrates that chemical reactions within a mesoscopic hydrodynamic evolution can be simulated with different degrees of realism. In the Selkov simulation the creation and destruction of particles is not hydrodynamically conservative. In general, chemical reactions with sources can be simulated by changing solvent particles into reactants or reactive particles into inert species; this conserves dynamical variables. Also, this preserves particle number locally but not particle identity. In open systems, faithful simulation of source and sink chemical processes requires additional considerations. Introduction of reagents and removal of products can occur either at the boundaries of a homogeneous system or in the bulk for a heterogeneous system. Evidently, an open reaction can be simulated by careful imitation of the appropriate boundary conditions. The developments described in this appendix indicate how chemical and dynamical realism can be improved even to the extent of accounting for reaction energy and local temperature changes.
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