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ABSTRACT
The study of quantum rate processes occurring in condensed phase environments is difficult because of the large number of degrees of freedom involved. Since a full quantum mechanical treatment is not computationally feasible, one is motivated to use mixed quantum—classical dynamical methods. This type of dynamics is applicable when one can single out a few degrees of freedom to be quantum in nature while treating the remainder classically. We describe a method that is based on the quantum—classical Liouville equation, which clearly prescribes the details of the coupling between the quantum and classical degrees of freedom. With the aid of this machinery, we show how to compute rate constants of reactions involving quantum particles immersed in a classical bath. We illustrate the use of this method on a model for proton transfer in a molecular complex dissolved in a polar solvent.

I. Introduction
While quantum mechanics provides the basis for a description of chemical rate processes, in many instances classical mechanics will capture essential elements of a chemical mechanism or predict the value of a reaction rate. There is extensive literature on classical calculations of gas and condensed phase chemical reaction rates. However, there are many situations where a classical description will not suffice. Rate processes involving the participation of multiple electronic states, relaxation of high-frequency vibrational degrees of freedom, and proton and electron transport processes are a few such examples.1,2

If we are interested in such quantum rate processes in the condensed phase, we are faced with a daunting task: the simulation of the quantum dynamics of a many-body system with a large number of degrees of freedom. Simulation schemes based on semiclassical methods,3 influence—functional techniques,4 centroid dynamics,5 mode coupling methods,6 and the mapping formalism7–9 have been used to study quantum rate processes.

In many applications, only certain degrees of freedom need to be treated quantum mechanically, while the environment with which they interact can be modeled by classical mechanics to a high degree of accuracy. For example, this is the case for proton or electron transfer processes occurring in a condensed phase or other molecular environments composed of heavy atoms. This raises the issue of how to combine quantum and classical dynamics. A number of different schemes have been proposed to solve this problem. An early analysis of this problem using path integral methods was given by Pechukas.10 The simplest scheme is adiabatic dynamics where the time-independent Schrödinger equation, \( \hat{H}(R)|\alpha;R\rangle = E_\alpha(R)|\alpha;R\rangle \), for the quantum subsystem with Hamiltonian \( \hat{H}(R) \) is solved for a fixed configuration of the bath molecules \( R \) to obtain the adiabatic energies \( E_\alpha(R) \) and corresponding eigenvectors \( |\alpha;R\rangle \). The positions and velocities of the bath molecules are then evolved using Newton’s equations of motion with the Hellmann–Feynman forces, \( P^\alpha(R) = -\frac{\partial E_\alpha(R)}{\partial R} \), determined from the adiabatic energies. Proton-transfer rates have been computed using such adiabatic methods,11–13 where the dynamics is assumed to take place on a single protonic adiabatic energy surface.

Adiabatic methods fail when the time scales of the motions of the quantum subsystem and the bath molecules are comparable. To circumvent this problem, mean field and surface-hopping schemes have been proposed.14 We describe such schemes, which do not restrict the evolution of the system to a single adiabatic state, as being nonadiabatic. In mean field descriptions, the total wave function is decomposed into a “fast” part corresponding to the light (quantum) particles and a “slow” part corresponding to the heavy (classical) particles. The time-dependent Schrödinger equation for the light particles is solved, and the resulting wave function is used to compute the force, which determines the evolution of the classical degrees of freedom. This approach fails when the mean potential is no longer able to provide an accurate picture of the dynamics. Extensions to such simple mean field treatments have been constructed.15,16

In surface-hopping schemes,17–19 the wave function of the quantum subsystem is again propagated using the time-dependent Schrödinger equation. However, the classical degrees of freedom now evolve on single adiabatic potential energy surfaces, and hops between these surfaces occur according to probabilistic rules. The retention of quantum coherence is a limitation of such algorithms, and methods have been developed to incorporate decoherence effects.12,20,21

The nonadiabatic approach that we describe in this Account is based on the quantum—classical Liouville equation,22–3 which specifies the evolution of the density matrix or an observable for a quantum mechanical system embedded in an environment that can be described by
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classically. With such an evolution equation in hand, we then show how the rates of nonadiabatic chemical processes can be computed and discuss the nature of nonadiabatic quantum—classical dynamics.

II. Combining Quantum and Classical Dynamics

To describe nonadiabatic processes, we need to simultaneously evolve the quantum degrees of freedom along with the classical environmental degrees of freedom to which they are coupled. Although the environment may behave classically in the absence of coupling to the quantum system, this is no longer the case when they are coupled. This leads to the issue of how and whether quantum and classical descriptions can be combined. In quantum mechanics, an observable is mathematically represented by an operator $\hat{N}$ and its time evolution is governed by the Heisenberg equation, $(\text{d}/\text{d}t)\hat{N}(t) = i\hbar [\hat{H}, \hat{N}(t)]$, where $\hat{H}$ is the Hamiltonian and $[X,Y]$ is the commutator. Analogously, in classical mechanics, an observable is a function $N(R,P)$ of the positions $R$ and momenta $P$ of all the particles in the system, and its time evolution is governed by the classical analogue of the Heisenberg equation, $(\text{d}/\text{d}t)N(t) = \{N(t), H\}$, where $H$ is the classical Hamiltonian and $\{X,Y\}$ is the Poisson bracket. Thus, a hybrid quantum—classical mechanics should involve an equation of motion for the observable $\hat{N}(R,P,t)$, which has both an operator character and a phase space dependence. Our approach to combining these two theories is to start with a full quantum mechanical description of the system plus its environment in terms of the quantum mechanical Liouville equation for the density matrix or, equivalently, the Heisenberg equation for a general observable, $\hat{N}$. Then, by singling out the environmental degrees of freedom for special treatment, a transformation from quantum operators to phase space functions is carried out. Finally the equation is expanded in the small parameter $\mu = (m/M)^{1/2}$, where $m$ and $M$ are the characteristic masses of the system and environment particles, respectively. Retaining up to first order in $\mu$, we obtain the quantum—classical Heisenberg equation,

$$\frac{\text{d}}{\text{d}t}N(R,P,t) = i\hbar [\hat{H}, \hat{N}(t)] - \frac{1}{2}(\{\hat{N}(t), \hat{H}\})$$

which is valid in the limit $m \ll M$. This equation of motion, or the corresponding quantum—classical Liouville equation, has a structure that combines features of the quantum and classical Liouville equations. As expected, the observable is neither just $\hat{N}$ nor $N(R,P)$ but is $\hat{N}(R,P)$.

The first term on the right-hand side involving the commutator $[X,Y]$ of the Hamiltonian, $\hat{H}$, with the observable has the same structure as the quantum Heisenberg equation, while the second term involving the Poisson bracket $\{X,Y\}$ of the Hamiltonian with the observable has a structure like that of the classical equations of motion for a dynamical variable. Thus, the time evolution of both the quantum and classical degrees of freedom are specified by this equation.

![FIGURE 1. A trajectory segment with two nonadiabatic transitions starting from $(R,P,t_0 = 0)$. In the time segment between $t_1$ and $t_2$, the system evolves coherently on the mean adiabatic surface (dotted line) and the observable is multiplied by the phase factor $e^{i\alpha \hat{N}(t_2)-i\beta \hat{N}(t_1)}$. The two solid lines denote the potential energy surfaces corresponding to adiabatic states $\alpha$ and $\beta$, respectively.](image)

Insight into the nature of quantum—classical dynamics can be obtained by considering a matrix representation of this equation in the adiabatic basis. In this way, connection to surface-hopping dynamics can be made. In the adiabatic basis we have

$$\frac{\text{d}}{\text{d}t}N^{\alpha\alpha'}(R,P,t) = (i\omega_{\alpha\alpha'}(R) + iL_{\alpha\alpha'})N^{\alpha\alpha'}(t) - \sum_{\beta\beta'} I_{\alpha\beta;\alpha'\beta'} N^{\beta\beta'}(t)$$

where $(\alpha;R|\hat{N}(R,P)|\alpha';R) = N^{\alpha\alpha'}(R,P)$. From the right-hand side of this equation, we observe that the time evolution of $N^{\alpha\alpha'}(R,P,t)$ depends on three contributions: the frequency $\omega_{\alpha\alpha'}(R) = (E_{\alpha}(R) - E_{\alpha'}(R))/\hbar$, which involves the difference of adiabatic energies, $L_{\alpha\alpha'}$, which determines the classical evolution of the bath degrees of freedom governed by the mean of the Hellmann—Feynman forces for states $\alpha$ and $\alpha'$, $E_{\alpha\alpha'} = -1/2 \partial (E_{\alpha} + E_{\alpha'})/\partial R$, and $I_{\alpha\beta;\alpha'\beta'}$, which accounts for the nonadiabatic quantum transitions and associated momentum changes in the bath.

The solution of this equation can be represented in terms of an ensemble of surface-hopping trajectories. An example of such a trajectory is shown schematically in Figure 1. This trajectory starts on the ground adiabatic potential energy surface at bath coordinates $(R,P)$ and the observable is described by $N^{\alpha\alpha}(R,P,0)$. Two nonadiabatic transitions occur in the subsequent evolution. The first nonadiabatic transition takes place at time $t_1$ and involves the quantum transition $\alpha \alpha' \rightarrow \alpha \beta$. This transition puts the system in the coherent quantum state, and the observable can now be described by the off-diagonal matrix element $N^{\alpha\beta}(R,P,t_1)$. Moreover, it is accompanied by a change in the momenta of the bath particles such that the corresponding kinetic energy change compensates for the fact that the energy of the coherent state is the mean of the energies of adiabatic states $\alpha$ and $\beta$, $\langle E_{\alpha} + E_{\alpha'} \rangle/2$, thereby conserving the total energy of the system. Between $t_1$ and $t_2$, the classical degrees of freedom evolve by Newton’s equations of motion governed by the mean of the Hellmann—Feynman forces for quantum states $\alpha$ and $\beta$. The quantum system evolves coherently, and a phase change is added.
On the single adiabatic potential energy surface constructed from all such trajectories in which quantum hopping dynamics that generate the solution of the time-dependent Schrödinger equation for the quantum system is evolved in conjunction with an assumed form of the evolution of the classical bath coordinates. In particular, the classical degrees of freedom evolve by Newton’s classical equations of motion, and the quantum nature of the problem only enters through the ground state Hellmann–Feynman forces, \( F^0(R) = -\partial E^0(R)/\partial R \). Statistical mechanics tells us that the adiabatic rate constant can be determined from a reactive flux correlation function.\(^{11,35}\) For the forward reaction, \( A \rightarrow B \), this correlation function can be calculated by launching trajectories from the barrier top with a given initial flux of \( N_A(R) \). The nonadiabatic rate formula differs from that for adiabatic dynamics as a result of two new features.\(^{38}\) First, the time evolution of the species variable follows quantum–classical nonadiabatic dynamics so that transitions to excited states occur. Second, the equilibrium density matrix has a form in which off-diagonal elements appear.

### FIGURE 2. Ground adiabatic state free energy surface with a double-well structure and the first excited adiabatic free energy surface with a single minimum.

The quantum coherence is destroyed as a result of this transition. The subsequent evolution to time \( t \) takes place on the single adiabatic potential energy surface \( E_\beta(R) \) giving \( N^{\beta}(R,P,t) \) at bath coordinates \( (R',P') \). Finally, the matrix element \( N^{\beta \alpha}(R,P,t) \) is appropriately constructed from all such trajectories in which quantum transitions can occur stochastically at any intermediate time.

There is a major difference between the surface-hopping dynamics that generate the solution of the quantum–classical Liouville equation and other surface-hopping schemes.\(^{12,17}\) Typically, in such schemes, the time-dependent Schrödinger equation for the quantum system is evolved in conjunction with an assumed form of the evolution of the classical bath coordinates. In particular, the classical degrees of freedom evolve according to Newton’s equations of motion on single adiabatic energy surfaces between the quantum transitions. Thus, the coherent evolution segments discussed above do not appear in the description. The quantum–classical Liouville or Heisenberg equations specify the evolution of both the quantum and classical degrees of freedom so that no additional ansatz about the nature of the classical dynamics is required.

We now turn to a discussion of the implications of such nonadiabatic dynamics for the calculation of chemical reaction rates.

### III. Nonadiabatic Reaction Rates

Suppose that the reactive dynamics of a system can be described in terms of a reaction coordinate \( \xi(R) \), which is assumed to be some function of the bath coordinates alone. At this point, the description is still general and we do not specify the physical nature of the adiabatic states, which could be electronic, protonic, or vibrational, for example. The situation that we wish to study is the case where the free energy, \( W(\xi) \), along this reaction coordinate has an asymmetric double-well form when the system is in the ground adiabatic state and a single minimum when the system is in the first excited adiabatic state. The free energy profiles are shown in Figure 2. A dividing surface at \( \xi(R) = \xi^* \) serves to partition the reaction coordinate of the system into two domains, which contain the metastable A and B species, respectively. The microscopic variable corresponding to the density of species A is \( N_A(R) = \theta(\xi(R) - \xi^*) \), where \( \theta \) is the Heaviside function. Similarly, the microscopic variable corresponding to the density of species B is \( N_B(R) = \theta(\xi^* - \xi(R)) \). The metastable states A and B corresponding to the system localized to the right and left of the free energy barrier interconvert, \( A \leftrightarrow B \), and we wish to determine the rate constant for this process.

If we assume that the system obeys adiabatic dynamics and its evolution takes place on the ground state adiabatic surface \( E_\xi(R) \) only, the problem is simple. The bath degrees of freedom evolve by Newton’s classical equations of motion, and the quantum nature of the problem only enters through the ground state Hellmann–Feynman forces, \( F^0(R) = -\partial E^0(R)/\partial R \). Statistical mechanics tells us that the adiabatic rate constant can be determined from a reactive flux correlation function.\(^{11,35}\) For the forward reaction, \( A \rightarrow B \), this correlation function can be calculated by launching trajectories from the barrier top with a given initial flux of \( N_A(R) \). The equilibrium density of species A, and we have used \( N_A(R) = \xi(R) \delta(\xi(R) - \xi^*) \). The weight of each point \( (R,P) \) in the phase space integral is given by the canonical equilibrium density matrix element for the system in the adiabatic ground state, \( \rho_{\xi\xi}(R,P) = Z^{-1} \exp(-\beta H^0_\xi) \), where \( Z = \int dR dP \exp(-\beta H^0_\xi) \) is the partition function with the ground state Hamiltonian \( H^0_\xi = P^2/(2M) + E_\xi(R) \). The time-dependent rate coefficient \( k^{\text{ad}}_{\text{AB}}(t) \) will decay from its initial transition state theory value, \( k^{\text{ad,TST}}_{\text{AB}}(t = 0+) = k^{\text{ad,TST}}_{\text{AB}} \), to a plateau value if there is a substantial time scale separation between the microscopic and chemical relaxation times.\(^{37}\) The plateau value determines the measured rate constant, \( k^{\text{rel}}_{\text{AB}} \), for the reaction.

The nonadiabatic rate formula differs from that for adiabatic dynamics as a result of two new features.\(^{38}\) First, the time evolution of the species variable follows quantum–classical nonadiabatic dynamics so that transitions to excited states occur. Second, the equilibrium density matrix has a form in which off-diagonal elements appear due to the retention of quantum coherence in the initial weights. Instead of the simple form for \( \rho_{\xi\xi}^{\text{eq}} \) given above, we now have \( \rho_{\xi\xi}^{\text{eq}} \) for which the diagonal contribution is \( \rho_{\xi\xi}^{\text{eq}} = Z_0^{-1} \exp(-\beta H^0_\xi) \) with \( Z_0 = \sum_{\xi} \int dR dP \exp(-\beta H^0_\xi) \), as well as the off-diagonal contributions.\(^{39}\) In the application, we consider that the diagonal parts of the density matrix have a form in which off-diagonal elements appear.
matrix give the major contribution to the rate, and we have

\[ k_{AB}(t) \approx -\frac{1}{n_{\alpha_1}^2} \sum_{\alpha_1=1}^{2} \int dR \, dP \, \hat{\xi}(R) N_{BB}(R,P,t) \delta(\hat{\xi}(R) - \xi_{\alpha_1}) \rho_{WE}(R,P) \]

(4)

As for adiabatic dynamics, trajectories are started at the barrier top and the rate constant is obtained from the plateau value of \( k_{AB}(t) \).

**IV. Proton Transfer**

To illustrate these ideas, we consider a two-state model for a proton-transfer reaction (AH–B ⇌ A⁺–H⁺B) in a hydrogen-bonded complex (AHB) that is dissolved in a polar solvent. The potential energy function describing the hydrogen bonding within the complex is chosen to model a slightly strong hydrogen bond between the hydroxyl and amine groups in phenol (A) trimethylamine (B) in the absence of a solvent. We assume that the dynamics of the proton is electronically adiabatic. Over the years, this model has been subject to intensive study. In our investigation, the AB distance is fixed to be 2.7 Å. At this separation, the potential energy function has two minima, which correspond to the stable covalent and metastable ionic states of the complex. The charge distribution in the complex can shift as the proton moves along the AB bond. The solvent potential energy functions model nonpolarizable methyl chloride molecules.

The Hamiltonian operator, partially transformed over the coordinates of the solvent and A and B groups of the complex, is given by

\[ \hat{H}(\dot{q},R) = K_S + K_C + \hat{H}_P(\dot{q},R) \]

(5)

where \( \hat{H}_P(\dot{q},R) = \hat{K}_P + \hat{V}(\dot{q},R) \) is the protonic Hamiltonian for a fixed set of classical coordinates. The protonic kinetic energy operator is \( \hat{K}_P \), while \( K_S \) and \( K_C \) denote the classical kinetic energy contributions from the solvent and complex, respectively. The solvent and A and B groups of the complex, whose positions are denoted by \( R \), are the classical particles. The proton, whose position is described by the operator \( \dot{q} \), comprises the quantum subsystem. In this study, the adiabatic surfaces correspond to the eigenstates of the protonic Hamiltonian; the electronic degrees of freedom are accounted for in the model potential functions.

The proton-transfer reaction can be monitored by observing the evolution of the mean position of the proton in the ground adiabatic state \( \langle q \rangle(R) \), and by the solvent polarization \( \Delta E(R) \), which is the difference between the solvent electrical potentials at two points within the complex corresponding to the minima of the bare hydrogen bonding potential. Both of these reaction coordinates are functions of all of the positions of the classical particles.
equation of eq 3 employing \( \xi(R) = \Delta E(R) \) as the reaction coordinate and \( \xi^0 = \Delta E^0 = 0.0141 \) eV Å\(^{-1} \) as the dividing surface. The ensemble average needed to compute \( k_{\text{ad}}(t) \) is conditioned on the reaction coordinate being at this dividing surface. For highly activated rate processes, this would pose a problem since the system would rarely visit the barrier top. To circumvent this problem, the conditional average can be efficiently computed using “blue moon” sampling,\(^{38} \) which fixes the reaction coordinate at \( \Delta E = \Delta E^0 \) at \( t = 0 \) for every trajectory in the ensemble. Each trajectory is then initialized by releasing the constraint and appropriately resampling the particle velocities.

In the nonadiabatic case, where coupling between the solvent motions and the quantum protonic degree of freedom can induce quantum transitions among the adiabatic states, the rate coefficient \( k_{r}(t) \) was calculated from eq 4 using the same sampling scheme as that for the adiabatic rate calculation.

In Figure 4, we present results for the time-dependent adiabatic and nonadiabatic rate coefficients, which were obtained from an average over 16 000 trajectories. As expected, we see that the rate coefficients fall quickly from their initial transition state theory values in a few tenths of a picosecond to plateaus from which the rate constants can be extracted. The decrease in the rate coefficient from its transition state theory value is due to recrossing by the trajectory of the barrier top before the system reaches a stable state. The values of \( k_{r}^{\text{ad}} \) and \( k_{r} \) obtained from the plateaus are \( k_{r}^{\text{ad}} = 0.017 \) ps\(^{-1} \) and \( k_{r} = 0.013 \) ps\(^{-1} \).

To understand why the nonadiabatic rate constant is lower than the adiabatic rate constant, we must examine the trajectories involved in the simulation of the nonadiabatic rate coefficient. Figure 5 depicts two such trajectories. The lower trajectory, like in adiabatic dynamics, does not make any quantum transitions throughout the course of its evolution, remaining on the ground state surface (denoted by 1). It quickly settles into the covalent well. In contrast, the upper trajectory immediately hops onto the coherent state surface (denoted by 1.5) and remains there for 0.8 ps until it falls back down to the ground state surface. These nonadiabatic transitions occur when the trajectory is in the vicinity of the barrier top (since the probability of a transition is highest in this region according to our sampling scheme\(^{33,34} \)). We note that the dynamics on the coherent state surface is associated with excursions in \( \Delta E(t) \) across the barrier top. These recrossings delay the occurrence of a reactive event. As a result of this frustrated proton transfer, the reactive flux correlation function will decay more quickly and thereby reduce the rate constant. Since a substantial number of trajectories in the ensemble visit the coherent state surface and, as seen in Figure 5, the system can spend a considerable amount of time on the coherent state surface, the role of the coherent state surface is crucial for this rate process.

Figure 6 shows the solvent polarization and quantum state along a short segment of another trajectory. In this segment, the system evolves initially on the first excited adiabatic state surface (denoted by 2) and then on the mean of the ground and first excited state adiabatic surfaces. The system tends to linger in the neighborhood of the barrier top due to the forms of these surfaces. When on the excited surface, the system is expected to be confined to the barrier top region. On the mean surface, the system will also visit the barrier region frequently since the mean of the ground and excited state surfaces has a...
low barrier. While the evolution of the matrix elements of the species variable, $N_{R,P,t}^{\text{ox}}$, is determined by the quantum–classical Liouville equation as described above, an examination of the time evolution of the adiabatic wave functions along the quantum–classical trajectory is interesting, since it reflects the changes in the solvation structure of the proton complex in the vicinity of the barrier top. At two points along this trajectory, the character of the ground state wave function switches from ionic to covalent and from covalent to ionic and vice versa for the first excited state wave function. These character swaps occur in approximately 5–10 fs. Thus, we see that when $\Delta E$ is near the barrier top, certain solvent fluctuations may cause rapid and drastic switches in the characters of the adiabatic wave functions. This behavior is consistent with the information presented in the top portion of Figure 3, where we saw a wide spread of $\langle q \rangle$ values for a narrow window of $\Delta E$ values around the barrier top. When the system eventually drops to the ground state, the solvent molecules are then able to reorganize in such a way to stabilize the covalent form of the complex (AH−B). During this process, the characters of the adiabatic wave functions do not change and the ground state probability density (localized in the covalent state) increases, while the excited state probability density (localized in the ionic state) decreases. Nonadiabatic dynamics enhances these effects since a large fraction of trajectories in the ensemble linger in the barrier region.

V. Concluding Remarks

The rates and mechanisms of quantum rate processes occurring in condensed phase environments are difficult to determine because simulating quantum dynamics in many-body environments is a formidable task. This problem may be circumvented by taking a mixed quantum–classical approach since the environment is typically composed of molecules that are much heavier than the quantum particle being transferred in the reaction. When coupling between the quantum and classical degrees of freedom induces transitions among the adiabatic states, the adiabatic approximation breaks down and nonadiabatic dynamics must be implemented. We have shown that quantum–classical Liouville dynamics in conjunction with the quantum–classical reactive flux expression for the nonadiabatic rate can be used to study condensed phase quantum rate processes.

Although the solution of the quantum–classical Liouville equation can be represented in terms of an ensemble of surface-hopping trajectories, the nature of these trajectories is quite different from that in standard surface-hopping schemes. In the quantum–classical Liouville approach, trajectories are generated by classical evolution, either on single adiabatic surfaces or on the mean of two adiabatic surfaces of a coherently coupled pair of states. Furthermore, during the coherent evolution segments, the observable of interest accumulates a phase to reflect the creation of quantum coherence. In addition to creating and destroying quantum coherence throughout the evolution, the quantum–classical propagator ensures that energy is exactly conserved along a trajectory even if the momentum-jump approximation is made. Of course, physical significance should only be attached to expectation values computed from averages over the ensemble.

For highly activated rate processes, one cannot simply track the dynamics over many reactive events because chemical reactions take place on time scales that are long compared to typical microscopic relaxation times accessible in computer simulations. Consequently, one must implement rare event sampling schemes to compute the reaction rate. We used one such method, “blue moon” sampling, which enabled us to obtain the rate constant from short-time simulations of the dynamics. Conveniently, because of the use of the solvent polarization as the reaction coordinate, the quantum–classical reactive flux formulas for the rate have a simple form that allows one to easily implement this sampling scheme.

An aspect of our results on intermolecular proton transport is worth emphasizing. In the dynamics of the trajectories contributing to the ensemble used to compute the nonadiabatic rate constant, the mean surface plays a crucial role. When a quantum transition takes the system from the ground state to the coherent state, the solvent polarization tends to fluctuate around its transition state value. The next quantum transition, which takes the system either back to the ground state or to the first excited state, destroys the coherence created in the first transition. This enhanced barrier recrossing lowers the reaction rate. This picture of how quantum transitions reduce the reaction rate is quite different from that in standard surface-hopping methods.

The techniques outlined in this Account for performing quantum–classical dynamics and computing reaction rates may be applied to a large class of systems for which a proper description requires quantum mechanical intervention. As the level of complexity of such systems rises, one may supplement these methods with other relevant computational tools. Since full-scale quantum mechanical calculations of large systems are intractable, further development of algorithms used to execute quantum–classical dynamics is a worthwhile effort.
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